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Abstract 

A model is constructed where banks provide access to a communication 

technology which f a c i l i t a t e s t rade. Bank l i a b i l i t i e s may coexis t with 

a l te rna t ive means of payment in equ i l ib r ium, and there ex is t regions o f the 

parameter space where banking dominates the payments system and where phys ica l 

exchange media dominate. The model i s consistent with some observations 

concerning the ro le o f the banking system in economic development, and with 

c h a r a c t e r i s t i c s o f banking c r i s e s . In p a r t i c u l a r , i n ear ly stages of economic 

development: 1) rapid output growth i s accompanied by an increasing share of 

banking in t ransact ions a c t i v i t y and 2) there are recurrent banking "panics" 

where reductions in measured aggregate output co inc ide with increases in the 

use of a l t e r n a t i v e means o f payment r e l a t i v e to bank l i a b i l i t i e s . In l a t e r 

stages o f development, growth slackens o f f , the share of banking in the 

payments system s t a b i l i z e s and the economy i s l e s s l i k e l y to be subject to 

banking pan ics . 



Cm 

I. Introduction 

One o f the important d is t ingu ish ing features of banks i s that they 

supply transact ions s e r v i c e s . That i s , they provide access to a communica­

t ions technology which f a c i l i t a t e s trade. In most economies, the t ransact ions 

serv ices suppl ied by banks compete with a l t e r n a t i v e t ransact ions media, such 

as f i a t currency or commodity monies. Authors who have studied the r o l e o f 

banking in development ( e . g . , Cameron 1967) or who have studied f i n a n c i a l 

panics and banking c r i s e s ( e . g . , Friedman and Schwartz 1963 and Cagan 1965) 

focus considerable at tent ion on subst i tu t ion between bank l i a b i l i t i e s and 

other means o f payment. 

The best-known t r a d i t i o n a l account o f the demand fo r a medium o f 

exchange i s the inventory money demand model o f Baumol (1952) and Tobin (1956) 

and i t s general equi l ibr ium versions ( e . g . , Jovanovic 1982 and Romer 1987). 

These are e s s e n t i a l l y cash-in-advance models with a s i n g l e means o f payment 

and a technology fo r convert ing in terest -bear ing assets in to "money." An 

inventory money demand model does not expla in why in te res t -bear ing assets 

cannot be used in exchange, and i t does not model the demands fo r a l t e r n a t i v e 

means of payment. 

In more recent approaches to modeling banking and f i n a n c i a l i n t e r ­

mediat ion, intermediaries serve to economize on monitoring or eva luat ion costs 

(Boyd and Prescott 1986, Diamond 1981, Will iamson 1986), to insure against 

s ta tes that require l i q u i d assets (Diamond and Dybvig 1983, Bhattacharya and 

Gabe 1987), or to provide a set o f contracts r i c h enough to induce the r e v e l a ­

t ion o f pr ivate information (Williamson 1988). However, none o f these e n v i ­

ronments include!an e x p l i c i t t ransact ions technology. 

To model the prov is ion of t ransact ions se rv ices i t seems necessary 

to e x p l i c i t l y spec i fy an environment where there are b a r r i e r s to communication 
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and trade. Two such approaches are Prescott (1987) in a representat ive agent 

framework, and Kiyotaki and Wright (1987), in a search environment. The model 

constructed here i s much d i f f e ren t from e i ther Kiyotaki and Wright 's or P re -

s c o t t ' s , but i t has some features which resemble Diamond and Dybvig's (1983) 

banking model. In p a r t i c u l a r , there are three per iods , with agents being 

uncertain in the f i r s t per iod about the i r future preferences over consumption 

streams. However, in contrast to Diamond and Dybvig's model, the s p a t i a l 

separation o f agents precludes the p o s s i b i l i t y o f insurance against preference 

shocks. The prov is ion o f th is insurance i s the ra ison d ' e t r e for banking in 

the Diamond-Dybvig model. Here, banks are e s s e n t i a l l y record-keepers who keep 

track o f the ownership o f a s s e t s . We abstract from other important features 

of banking such as d i v e r s i f i c a t i o n and asset t ransformat ion. 

In the model, agents receive endowments in the f i r s t and second 

periods and they may produce assets in the f i r s t per iod and trade them in the 

second. Assets y i e l d returns in the f i n a l per iod . Assets are of two types: 

the f i r s t can be transported c o s t l e s s l y between loca t ions and traded without 

cos t ; the second cannot be transported and, i f t raded, c o s t l y communication 

with a bank i s requ i red . Asset 1 y i e l d s a lower two-period return than does 

asset 2. The f i r s t asset can be interpreted as cash, as a commodity money, o r 

as pr ivate bearer notes , while the second has features assoc ia ted with the 

deposit l i a b i l i t i e s of banks. 

With the preference uncer ta in i ty in the model, agents do not know in 

the f i r s t per iod whether they w i l l be asset buyers or asset s e l l e r s in the 

second p e r i o d . Given the nature o f the communications technology, there are 

e f f e c t i v e l y two segmented asset markets in the second p e r i o d , one o f which 

requires a f ixed entry cos t ( i . e . , the cost o f communication). 
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Though consumers in the model maximize i d e n t i c a l ob jec t ive func­

t i o n s , the i r equi l ibr ium asset holdings may d i f f e r . That i s , the model may 

generate endogenous heterogenity among agents because o f the f i x e d costs of 

communication. Given equi l ibr ium p r i c e s , agents may be i n d i f f e r e n t among 

several d i f f e r e n t l i f e t i m e contingent asset -ho ld ing s t r a t e g i e s . Agents choose 

among such s t ra teg ies by submitting to l o t t e r i e s . In equi l ibr ium there may be 

1, 2 , or 3 types o f agents, who d i f f e r according to the i r contingent a s s e t -

holding s t r a t e g i e s . 

A unique equi l ibr ium ex is ts in which e i ther asset 1 i s produced and 

traded, asset 2 i s produced and traded, or both., depending on parameter v a l ­

ues. Thus, the model predic ts that there are circumstances where bank l i a b i l ­

i t i e s coex is t with a l te rna t ive means o f payment, where banking dominates, and 

where a l te rna t ives dominate. In examples, the ranges o f parameter values over 

which both assets are held represents a large subset o f the parameter space. 

The f r a c t i o n o f t ransact ions ca r r i ed out through the banking system tends to 

increase as the costs of communication decrease, and as the re turns on assets 

held by banks increase. 

The response of equi l ibr ium pr ices and quant i t i es to changes in 

technologica l parameters d i f f e r s qui te markedly over the region o f the para ­

meter space where both assets are traded. Near the boundary with the region 

where only one asset i s traded, small parameter changes lead to large changes 

in quant i t i es and p r i c e s . However, over most o f the region where both assets 

are traded, p r i c e and quantity responses are r e l a t i v e l y smal l . The model thus 

has proper t ies that are consistent with what i s observed over stages of eco­

nomic development, and with features o f banking pan ics . That i s , as the 

technology evolves s t o c h a s t i c a l l y over time, in such a way that there i s trend 

growth in output, there w i l l be an ear ly stage of rapid growth where the 
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banking system a lso grows rap id ly (see Cameron 1967), followed by a stage over 

which growth slackens o f f and the share of banking in t ransact ions a c t i v i t y 

s t a b i l i z e s . Over the ear ly stage, there can be recurrent per iods where large 

drops in output co inc ide with large decreases in the share o f t ransact ions 

carr ied out through the banking system, and with increases in the p r i c e s o f 

transact ions media ( d e f l a t i o n s ) . These "panic" per iods subside as the banking 

system reaches a higher s ta te of development. 

The model thus provides an a l t e r n a t i v e explanation fo r the d i f f e r ­

ence between pre-Depression and Depression-era U .S . macroeconomic behavior , on 

the one hand, and post-Depression observat ions, on the other . During and 

previous to the Great Depression, there were large recurrent drops in output 

accompanied by s i m i l a r l y large reductions in the demand fo r bank deposi t 

l i a b i l i t i e s r e l a t i v e to other means of payment (see Cagan 1965, and Friedman 

and Schwartz 1963). However, recurrent "banking panics" were absent in the 

post-Depression e ra . Usua l l y , th is observat ion i s a t t r ibu ted to the govern­

ment p rov is ion o f deposi t insurance and more appropriate behavior by the 

Federal Reserve System in the post-Depression e r a . However, in th is model 

these observat ions are consistent with a natura l evolut ion o f the banking 

system as the technology changes over time. 

In examples, parameter changes which lead to increases in measured 

output and in the s i z e o f the banking system in equi l ibr ium can a l s o lead to 

decreases in expected u t i l i t y . This occurs because of the increased quant i ty 

o f resources absorbed as the banking system expands. That i s , in the ear ly 

stages o f development, the banking system can expand too q u i c k l y , so that 

welfare decreases. 

The paper is organized as fo l lows . In the second sec t ion the model 

is const ructed . Sect ion 3 contains a d e f i n i t i o n o f competit ive e q u i l i b r i u m , 
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and existence and uniqueness of equi l ibr ium is e s t a b l i s h e d . In Sect ion 4, 

some examples are used to i l l u s t r a t e proper t ies o f the model. The f i n a l 

sect ion i s a summary and conclus ion. 

II. The Model 

There are three per iods, 0, 1, and 2, and a continuum o f consumers 

o f measure 1. In per iod 0, consumers are d i s t r i b u t e d uniformly on the c i rcum­

ference o f a un i t c i r c l e . There i s no communication or exchange of goods 

poss ib le between locat ions in period 0. A consumer may be one o f two types; a 

type i agent consumes in period i and has preferences given by u ( c , ) i f type 1 

and v(c2> i f type 2. Here, Cj i s consumption in per iod J . The measure o f 

type 1 consumers i s * , where 0 < w < 1, and ir i s pub l ic knowledge in per iod 

0. It i s assumed that u(c) and v(c) are concave, inc reas ing , f i n i t e for 0 < c 

< « , that l im u(c) = l im v(c) = l im u(c) = l i m v(c) = and c u " ( c ) / u ' ( c ) 
c*0 c+0 C-*00 c-»« 

£ 1. The l a s t condi t ion i s s u f f i c i e n t fo r uniqueness of e q u i l i b r i u m . 

Consumers do not know the i r types in per iod 0. In per iod 1, each 

consumer learns h i s type and then a l l consumers move to the center o f the 

c i r c l e , where communication and trade among consumers i s p o s s i b l e . Each 

consumer receives an i n d i v i s i b l e endowment o f x Q u n i t s of an investment good 

in per iod 0, and type 2 consumers each rece ive x 1 un i ts of a per ishable con­

sumption good in period 1. 

Each consumer has a technology fo r producing two types o f asse ts 

from the investment good in per iod 0. Since the per iod 0 endowment i s i n d i ­

v i s i b l e , a p a r t i c u l a r consumer cannot d i v e r s i f y between the two a s s e t s . 1 

Asset i y i e l d s a return o f &̂  uni ts o f consumption in per iod 2 fo r each u n i t 

invested in per iod 0, where Bj > 0, i = 1, 2. The f i r s t asset can be t r a n s ­

ported between loca t ions fol lowing per iod 0, and i t s q u a l i t y can be v e r i f i e d 

at zero c o s t . However, asset 2 cannot be moved from i t s investment l o c a t i o n , 
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and i t i s necessary for agents to incur communication costs i f asset 2 i s 

bought or so ld in per iod 1. Each consumer i s paired with a record-keeper who 

stays at the i n i t i a l loca t ion in period 0-2. Record-keepers operate account­

ing systems which keep track o f which agents have cla ims to the type 2 asset 

at the i r l o c a t i o n . Should an agent wish to t ransfer a c la im to a type 2 asset 

to another agent in period 1, the asset s e l l e r must incur a cost a 1 ( in terms 

of the per iod 1 consumption good) and the buyer a cost c^,. Here represents 

the cost to the s e l l e r of i d e n t i f y i n g h e r s e l f and communicating with the 

record-keeper, and ^ i s the communication cost for the buyer. 

At the per iod 1 trading l o c a t i o n , agents meet and agree to asset 

t rades, fo l lowing which agents communicate with record-keepers. Communication 

costs are independent o f the quanti ty of information transmitted or the number 

o f locat ions to which communication i s made. Therefore, each s e l l e r o f asset 

2 incurs a cost o f a^, and each buyer o f asset 2 incurs a cost of 02, no 

matter how many agents they engage in t rade. Assume that > a 2 , so that the 

endowment of an asset s e l l e r i s always large enough to absorb the f ixed c o s t . 

In period 2, each consumer moves clockwise around the c i r c l e , s t a r t ­

ing at her per iod 0 pos i t ion and consuming any returns to which she has a 

claim in t r a n s i t . A l l consumers move at the same speed, so that no two ever 

meet in the f i n a l per iod . Th is precludes any arrangements which might al low 

for the sharing o f communication costs in per iod 1, s ince with any such a r ­

rangement there i s an incent ive to cheat on the part o f some agent. 

The record-keepers in the model can be interpreted as banks. Here, 

we abstract from some important funct ions of banking, such as d i v e r s i f i c a t i o n 

and asset t ransformat ion, and focus s o l e l y on the ro le of the banking system 

in operat ing an accounting system to f a c i l i t a t e wealth t rans fe rs . The coramu-
2 

n ica t ion costs associated with the t ransfer of claims to asset 4. are s i m i l a r 
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to the costs associated with the transfer o f deposit claims by check. Asset 1 

can be interpreted as currency, a commodity money, or as pr ivate bearer notes 

(to the extent that these are recognizable to a l l , and have a cer ta in redemp­

t ion value) . This framework could have been embedded in an overlapping gener­

at ions model, with asset 1 being an i n t r i n s i c a l l y worthless asset which could 

have value in equ i l ib r ium. However, i t seemed better not to introduce the 

complication o f determining an equi l ibr ium with valued f i a t money. 

This study i s s i m i l a r to Diamond and Dybvig's (1983) model o f de­

pos i t contracts and bank runs, in that consumers have uncerta in preferences, 

and therefore uncertain demands for l i q u i d asse ts . However, our framework 

d i f f e r s in that we have precluded any insurance ro le for banking of the type 

that ex is ts in the Diamond-Dybvig model. A l s o , a l l t rading w i l l take p lace 

here in a decent ra l i zed fashion in period 1, while the Diamond-Dybvig model 

involves a cen t ra l i zed r i s k - s h a r i n g arrangement which i s set up in the i n i t i a l 

per iod . 

The Consumer's Choice Problem 

A representat ive consumer's opt imizat ion problem i s solved in two 

stages. 

Stage 1 

Let q^ denote the pr ice of asset i in terms of the per iod 1 consump­

t ion good. In period 0, each consumer choose a^, the quanti ty of asset i 

acquired in per iod 0, i = 1, 2, bj_, the quantity of asset i held at the end o f 

pe r iod 1 i f type 2, i = 1, 2, and z , the quanti ty o f asset 2 so ld in per iod 1 

i f type 1, to s o l v e : 

(1) « a x ( « i ( c 1 ) + ( t - « ) v ( c 2 > ) 
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subject t o : 

(2) c 1 < q 1 a 1 + q 2 z - 6 ^ 

(3) c 2 i 6 l b 1 • B 2 b 2 

(4) q ^ • q 2 a 2 • « 2 « 1 • ^ * q ^ • q 2 a 2 • E, 

(5) z < a 2 

(6) a , • a 2 < x Q 

(7) a 1 « {0,xQ} 

(8) a 2 € <0,xQ} 

(9) « 1 = 0 i f z = 0 

(10) « T = 1 i f z > 0 

(11) « 2 = 0 i f b 2 > a 2 

(12) « 2 = 1 i f b 2 < a 2 

(13) « 3 = 0 i f b 2 < a 2 

(14) 6 3 = 1 i f b2> a 2 . 

Stage 2 

Since the problem in Stage 1 is not concave, the s o l u t i o n need not 

be unique^ However, there are at most 2^ s o l u t i o n s , s ince for any 

(6y62,tyZ^), the problem i s concave and has a unique s o l u t i o n , and 

«1f «2, 6y a n d a i 0 3 0 e a c h t a k e o n 2 v a l u e s - L e t (a , j ta^ ,z^ ,b 'J ,b j ) l J = 1, 

n, denote the n s o l u t i o n s to stage 1. In stage 2, the consumer f i r s t 
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chooses p r o b a b i l i t i e s p . , j = 1, n, where [ p . : 1, The consumer then 
J J J 

submits to a l o t t e r y , the outcome o f which determines which s o l u t i o n i s cho­

sen. That i s , so lu t ion J is chosen with p robab i l i t y P j . 

Solut ion to Stage 1 

Given and q 2 , there are f i v e candidate so lu t ions to Stage 1. Let 

U j (Ql»<?2^ denote expected u t i l i t y i f the consumer fol lows candidate s o l u t i o n 

J . 

Candidate 1 

a 1 = x Q f a 2 = z = 0, b, = x Q • x ^ , b 2 = 0, U 1 ( q 1 , q 2 ) = H U ^ X Q ) • 

O - w M f l ^ + B ^ / q , ) . 

Candidate 2 

a , = 0, a 2 = z = x Q , b t = x ^ q , , b 2 = x Q , U 2 ( q 1 , q 2 ) = TcuCqgXQ-a^ • 

( 1 - * ) v ( B 2 x 1 + B l x 1 / q 1 ) . 

Candidate 3 

a , = 0, a 2 = z = x Q , b, = ( X Q - O ^ + X , ) / q 1 , b 2 = 0, U 3 ( q 1 f q 2 ) = 

^ ( q ^ Q - o ^ • ( 1 - * ) v ( B 1 ( q 2 x 0 + x 1 - o 1 ) / q 1 ) . 

Candidate 4 

a 1 = x Q , a 2 = z = 0, b, = 0, b 2 = ( q 1 x Q + x 1 - a 2 ) / q 2 , U 4 ( q 1 f q 2 ) = 

wu(q 1 x 0 ) + ( 1 - w ) v ( B 2 ( q 1 x 0 + x 1 - a 2 ) / q 2 ) . 

Candidate 5 

a 1 = 0, a 2 = z = x Q , b, = 0, b 2 = x Q + ( x ^ g ) / q 2 . u" 5 (q 1 f q 2 ) = 

• u ( q 2 X 0 - a 1 ) + ( 1 - i ) v ( B 2 x 0 * B 2 ( x 1 - a 2 ) / q 2 ) . 
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III. Competitive Equi l ibr ium 

Let J = 1, . . . t 5 index the f i v e candidate s t ra teg ies in the p re ­

vious s e c t i o n . Given the solut ion to the second 3tage of the consumer's 

problem, pj i s the f r a c t i o n of consumers who choose so lu t ion J , as wel l as the 

p robab i l i t y o f choosing J for an i n d i v i d u a l . 

D e f i n i t i o n . A competit ive equi l ibr ium i s given by Py i = 1, 2 , J = 1, 2, 

5, such that with q^ = q^, Pj = Py i = 1, 2 , J = 1, 2, 5, (15)-(20) 

are s a t i s f i e d . 

(15) q , w ( p 1 + p 4 ) x 0 = ( 1 - * ) ( p 1 * P 2 + P 3 ) x 1 

(16) q 2 w ( p 2 > p 3 + p 5 ) x 0 = ( 1 - » ) ( p u * P 5 ) ( x 1 - a 2 ) 

(17) I P, = 1 
J J 

(18) q t > 0, P j > 0, i = 1, 2, J = 1, 2 , 5. 

(19) I f Pj > 0 and p k > 0, then U j t q ^ ) = l y q ^ ) 

(20) I f pj > 0, then U J ( q 1 , q 2 ) > U k ( q l t q 2 ) fo r a l l k. 

Equations (15) and (16) are period 1 market -c lear ing condi t ions f o r asse ts 1 

and 2, r e s p e c t i v e l y . Condit ion (19) s ta tes that i f two s t ra teg ies are chosen 

with p o s i t i v e p r o b a b i l i t y , then consumers are i n d i f f e r e n t between the two. In 

condi t ion (20), i f a p a r t i c u l a r strategy i s chosen with p o s i t i v e p r o b a b i l i t y , 

then i t must be weakly preferable to a l l other s t r a t e g i e s . 

Let S = {J:pj>0}. As a f i r s t step toward charac ter i z ing an e q u i l i b ­

rium, we w i l l determine what S cannot be in e q u i l i b r i u m . 
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Proposit ion 1. In equi l ibr ium q £ > 0, i = 1 , 2 . 

Proof: Suppose not. Then e i ther qi = 0, 1 = 1, 2, q , > 0 and q 2 = 0, or 

q 1 = 0 and q 2 > 0. In the f i r s t case, (15) and (16) imply that Pj = 0 fo r a l l 

J , which impl ies that (17) does not h o l d , a c o n t r a d i c t i o n . In case two, (16) 

implies pj, = p 5 = 0. Therefore, given (15) and (17), p 1 > 0. But i f q , > 0 

and q 2 = 0 then U 1 ( q l , q 2 ) < ^ ( q ^ q j ) . Therefore, (20) does not h o l d , a 

cont rad ic t ion . In the th i rd case, (15) implies that p 1 = p 2 = P3 = 0. Then 

(16) and (17) imply that p 5 > 0. But i f q 2 > 0 and q 1 = 0, then U 2 ( q 1 t q 2 ) > 

^5(^1^2) a n d (20) d o e s n o t h ° l d , a c o n t r a d i c t i o n . 0 

Proposit ion 2. 3 t S. 

Proof: Suppose that 3 € S , i . e . p 3 > 0. Given (20), th is implies that 

[}2^^'<i2^ - U 3 ( Q i » Q 2 ^ * Therefore, 8 1 / q 1 > 6 2 / q 2 . But then (20) impl ies that 

P14 - P5 - °> uhich in turn implies that (16) does not h o l d , a c o n t r a d i c t i o n . 0 

Proposit ion 3. S i {2}, S i {4}, S t {1,2}, S i {1,4}, S i {2,5}, S i {2,5} 

S i {4,5}. 

Proof: I f S = {2}, S = {4}, S = {1,2}, S = {1,4} S = {2,5}, or S = {4,5}, 

then proposi t ion 1 implies that e i ther (15) does not ho ld , or (16) does not 

ho ld , a c o n t r a d i c t i o n . 0 

Proposi t ion 4. S i {1,5}, S / {1,4,5}, S i {1,2,5}. 

Proof: Suppose that S = {1,5}. Then, (20) Implies that 

(21) ( 8 2 / q 2 - B 1 / q 1 ) x 1 > B 2 a 2 / q 2 

and 
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(22) ( 6 2 / q 2 - B l / q l ) ( q l x ( ) + x 1 ) < B 2 a 2 / q 2 . 

But (21) implies that 8 2 / q 2 - B 1 q 1 > 0. Therefore , ( S g / q g - B j / q , ) * 

(q^Q-t-x^) > 8 2 a 2 / q 2 , a c o n t r a d i c t i o n . Now, suppose that S = {1,4,5}. Given 

(19) and (20), inequal i ty (21) and the fol lowing equal i ty must h o l d . 

(23) (62/q2-B^)(q}xQ+x^ - 6 ^ / q ^ 

But (21) implies that (B2,q2-6}/q^)(qfQ+x}) > 8 2 a 2 / q 2 , a c o n t r a d i c t i o n . 

Las t , suppose that S = {1,2,5}. Then (22) must ho ld , in add i t ion t o : 

(24) ( B 2 / q 2 - 8 1 / q 1 ) x 1 = 8 2 <i 2 /q 2 . 

But (24) implies that (^/q^&^q^iq^x^) > 8 2 a 2 / q 2 , a c o n t r a d i c t i o n . 0 

We are now l e f t with the fol lowing p o s s i b i l i t i e s in equ i l ib r ium 

Case 1. S = {1} 

Case 2. S = {5} 

Case 3. S = {2,4} 

Case 4. S = {1,2,4} 

Case 5. S = {2,4,5}. 

We w i l l deal with each of these cases in turn . 

Case 1 Equi l ib r ium. 

Here, p 1 = 1 and pj = 0, J = 2, . . . , 5. Therefore from (15), we get 

(25) q. = d - i O x . / i r x . . 
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From condit ion (20), U 1 ( q 1 , q 2 ) > U 2 ( q 1 , q 2 ) o r , subs t i tu t ing using (25): 

(26) n i f o - w j x j / . ) • (^-*)v{e]x0/(^-l)) > l ^ q ^ - a , ) 

•( 1-ir)v(x 0( ( 1 - » ) B 2 * » B 1 ) / ( 1 - n ) ) . 

A l s o , for J = 1, and k = 4 in condit ion (20), and subs t i tu t ing using (25); 

(27) B ^ g / O - w ) > (B2/q2Hx^/*-*2). 

Condit ions (26) and (27) put upper and lower bounds, r e s p e c t i v e l y , on q 2 . I f 

(26) and (27) hold then, using (25), we have 

U g ( q 1 , q 2 ) < i u ( ( 1 - « ) X j / « ] • ( 1 - K ) V ( B 1 X ( ) / ( 1 - I . ) ) 

- (\-*)V[x0[(U*)62**»i]/(U*)) 

• ( 1 - i r ) v ( 8 2 x 1 + i t ( x 1 - o 2 ) B 1 x 0 / ( 1 - » ) ( x 2 - i r a 2 ) ) < U 1 ( q 1 , q 2 ) , 

and 

U 3 ( q r q 2 ) < » u ( q 2 x 0 - a 1 ) • ( I - X M B J X Q / O - V ) ) < U g C q ^ ) . 

Therefore, i f (25) and (26) hold for some q 2 > 0, then (19) and (20) are 

s a t i s f i e d . In a d d i t i o n , s ince pj = 0, for J = 2, 3, 4, 5, therefore (16) 

ho lds . Thus, using (27) to subst i tu te in (26), a case 1 equi l ibr ium ex is ts i f 

and only i f 

(28) 8 2 ( x 1 / w - a 2 ) ( 1 - w ) / B 1 - o 1 S 0 

or 

(29) S 2 ( x 1 / i r - a 2 ) ( 1 - w ) / B 1 - a 1 > 0 

and 
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(3D I U C O - * ) ! , / * ) • ( l - t J f l S ^ d - t ) ) * i r u ( 8 2 ( x 1 / w - a 2 ) ( 1 - » ) / B 1 - a l ) 

• ( 1 - v ) v ( s 2 x 0 « - B 1 x 0 « / ( 1 - « ) ) . 

I f the case 1 equi l ibr ium e x i s t s , i t i s e s s e n t i a l l y unique. That 

i s , expected u t i l i t y and the pr ice of the traded asset are uniquely de te r ­

mined. However, the equi l ibr ium pr ice of asset 2, q 2 , i s in general not 

unique, though asset 2 is not traded. There remains the p o s s i b i l i t y t h a t , i f 

a case 1 equi l ibr ium e x i s t s , i t may not be unique i f we allow fo r cases 2-5 . 

However, we w i l l prove uniqueness in what f o l l o w s . 

Case 2 Equ i l ib r ium. 

In a Case 2 equ i l ib r ium, p 5 = 1 and Pj = 0 for J = 1, 2, 3, 4. From 

(16), the equi l ibr ium pr ice of asset 2 i s then 

(32) q 2 = ( 1 - T r ) ( x r a 2 ) / i r X 0 . 

From (20), with J = 5, and k = 2, and s u b s t i t u t i n g using (32), the fo l lowing 

must hold in equ i l ib r ium: 

(33) 8 2 *x 0 / (1 - i r ) > B 1 x l / q r 

S i m i l a r l y , with J = 5 and k = 4 in (20), and s u b s t i t u t i n g using (32) , 

(34) • u ( ( 1 - « ) ( x 1 - « 2 ) / « - « 1 ) • ( 1 - « ) v ( 6 2 x 0 / ( 1 - x ) ) > *u (q jX 0 ) 

• ( 1 - i r ) v ( B 2 i r x 0 ( q 1 x 0 * x 1 - a 1 ) / ( 1 - » ) ( x 1 - a 2 J ) . 

Condit ions (33) and (34) put lower and upper bounds, r e s p e c t i v e l y , on q r I f 

(33) holds then, given (32), U 3 ( q l t q 2 ) < U 5 ( q l f q 2 ) . In a d d i t i o n , (33) impl ies 

that 

U l ( q 1 , q 2 ) < iu (q 1 x ( ) ) + ( 1 - v ) v ( 0 1 z 1 * 0 2 f f o / ( 1 - « ) ) 
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and (33) and (3D imply that 

U g ( q r q 2 ) > tu (q 1 Z 0 ) • {Ui)V{6ff0/(X)-a2)+B2*xQ/( 1-ir)). 

Therefore , (33) and (34) Imply that U 5 ( q 1 ( q 2 ) * 0 1 ( q 1 , q 2 ) - Therefore , i f (33) 

and (34) hold for seme q^ > 0, then a case 2 equi l ibr ium e x i s t s . That Is , 

subs t i tu t ing using (33) in (34), a case 2 equi l ibr ium ex is ts i f and only i f 

(35) (1-w)(x 1 -a 2 ) /w-« 1 > 0 

and 

(36) iu{ (1-«) (x 1 -a 2 ) /w-a 1 ) • (1-T)V(0 2S o /<1-«)] > wi*fy< 1-»)/§2») 

• ( 1 - » ) v ( f l 1 X l X 0 / ( x 1 - a 2 K B 2 « ( J / ( 1-ir)) . 

I f the Case 2 equi l ibr ium e x i s t s , i t i s e s s e n t i a l l y unique, though q 1 i s 

genera l ly not uniquely determined. 

Case 3 Equi l ib r ium. 

Here, p 2 > 0, p^ > 0, and p 1 = p 3 = p 5 = 0. From (15) and (16), we 

get : 

(37) q 1 = (1-w)p 2 x 1 /«p | | x 0 

(38) q 2 = ( 1 - K ) P l J ( x r a 2 ) / n p 2 x 0 . 

Condi t ion (19), with J = 2 and k = 4, gives 

(39) * u < q 2 z ^ - a j + ( 1 - * ) v ( 8 2 x 0 + B 1 x 1 / q 1 ) = iru(q 1x ( )) 

From (20), with J = 2 and k = 5, 
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do) Vi / qi - 8 2

( x r a 2 ) / q 2 ' 

and with J = 4 and k = 1, 

(41) S 2 ( q 1 x 0 + x 1 - o 2 ) / q 2 > tfQ • B^/qy 

Condition (40) then implies that (20) holds for J = 2 and k = 3. From (37) 

and (38), we get 

( 1 -w) 2 ( x . - a , ) x 1 

(42) q , = 
'2 " 2,_ v 2 . 

M 
« ' ( x 0 ) q, 

Since (39) y i e l d s an upward-sloping schedule in the upper r ight-hand quadrant 

of the ( q 1 , q 2 ) p lane, and (42) a downward-sloping schedule, and given the 

nature of these schedules, (39) and (42) y i e l d a unique so lu t ion fo r q , and 

q 2 . Given that p 2 = 1 - Pjj, He can then use (37) or (38) to solve fo r p 2 and 

Pi,. Th is so lu t ion i s an equi l ibr ium i f and only i f the values o f q 1 and q 2 

that solve (39) and (42) s a t i s f y (40) and (41). Using (40) and (42) to sub­

s t i tu te in (39), we get 

(43) n u ( ( 8 2 / B 1 ) i ( 1 - i r ) ( x r a 2 ) / * - a 1 ) + ( l - O v ^ x ^ ^ ) * « „ / ( 1-w)) 

< » u ( ( B 1 / B 2 ) i ( 1 - i r ) x l / i r ) • ( 1 - w ) v ( B ^ X j / U j - O g M B , B 2 ) * » x Q / ( 1-w) ). 

The so lu t ion to (39) and (42) s a t i s f i e s (40) I f and only i f (43) ho lds . I f 

(41) Is s a t i s f i e d with e q u a l i t y , then 

(44) q 2 = a 2 ( q l x 0 * x 1 - a 2 ) q l / 8 1 ( q 1 x 0 + x 1 ) . 

Using (44) to subs t i tu te in (42), we get 

(45) S 2 ( q 1 x 0 * x T - a 2 ) q 1 / B 1 ( q 1 x 0 * x 1 ) = ( l - v - f t x , - ^ ) ! , / * 2 ^ ) q , . 



- 1 7 -

The solut ion to (39) and (42) s a t i s f i e s (41) i f and only i f the unique s o l u ­

t ion for q 1 and q 2 to (44) and (45) s a t i s f i e s 

(46) i u ( q . z 0 - o j + (1 -w)v (8 2 x 0 +6 1 x l /q 1 ) < « u ( q 1 x Q ) 

• ( 1 - n ) v ( 6 2 ( q 1 x 0 - f x 1 - a 2 ) / q 2 j . 

Therefore the Case 3 equi l ibr ium e x i s t s i f and only i f (43) i s s a t i s f i e d and 

the so lu t ion to (44) and (45) s a t i s f i e s (46). I f the Case 3 equ i l ib r ium ex­

i s t s , i t i s unique. 

Case 4 Equ i l ib r ium. 

Here, p 1 > 0, p 2 > 0, > 0, and p^ = P5 = 0. From (15) and (16), 

we get 

(47) q 1 = ( 1 - « ) { p 1 * P 2 ) x 1 / « ( p l * P J | ) x 0 

and 

(48) q 2 = ( 1 - ¥ ) p ^ ( x 1 - a 2 ) / w p 2 x ( ) . 

Condit ion (20) implies that U 1 ( q 1 , q 2 ) = U i | ( q 1 , q 2 ) and U 1 ( q 1 , q 2 ) = U 2 ( q 1 f q 2 ) , 

that i s 

(49) 8 2 ( q i x 0 * x r a 2 ) / q 2 = BfQ * B ^ / q , 

and 

(50) xu (q 1 X 0 ) + (1 - i t )v (B 1 x 0 +B 1 x 1 /q 1 ) = T iu (q 2 x 0 - a t ) 

+ ( 1 - w ) v ( B 2 x ( ) + B 1 x 1 / q l ) . 
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Using (49) to subst i tute for q 2 in (50), we get 

(51) "̂ Vo* " , u( 8

2( q lV xr a2 ) q1 X0 / f l l ( q lV x1 )" aJ 

= - ( 1 - * ) v ( B 1 x ( J * B 1 x 1 / q 1 ) • (1 -» )v (0 2 x o +e i x 1 /q 1 ) . 

Equation (49) implies that U 2 ( q 1 v q 2 ) > ^ ( q ^ q ^ 3 0 ( 1 U 2 ( q 1 ' q 2 ^ > V ^ l * ^ ' 

Therefore, i f (49) and (50) ho ld , then (20) i s s a t i s f i e d . Given that p 1 = 1 -

P 2 " P4» equations (47) and (48) y i e l d unique s o l u t i o n s , given q , and q 2 , for 

P 2 and py, as fo l lows: 

( 1 - « ) ( x 1 - « , ) ( i r x n / ( T - » ) x l - 1 / q 1 ] 
(52) p = 2 L _ ^ _ . 

i q 2 x 0 l ( x 1 - a 2 ) / q 2 x 1 - 1 / q 1 J 

(53) 
» x Q / ( 1 - * ) x 1 - 1 /q 1  

P 4 = ( x 1 - a 2 ) / q 2 x 1 - 1 /q , ' 

An equi l ibr ium must s a t i s f y p 2 > 0, pjj > 0, and p 2 • Pjj < 1. That 

i s , from (49), (52), and (53), we get 

(54) q 1 < ( 1 - i ) x 1 / « Q 

( 1 - . ) 2 ( q 1 x 0 , x 1 ) x 1 B 1 ( x 1 - a 2 ) 
(55) (q. ) > p 2 • 

« ( q 1 x 0 + x l - o 2 ) ( x 0 ) B 2 

An equi l ibr ium ex is ts i f and only i f there i s a q 1 s a t i s f y i n g (51), (54), and 

(55). Inequali ty (54) puts an upper bound on q 1 t while (55) e s t a b l i s h e s a 

lower bound. 

D i f f e r e n t i a t i n g the le f t -hand s ide o f (51) with respect to q 1 t we 

get 
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(56) [ w u ( q 1 x 0 ) - , r u ( 8 2 ( q l x ( ) > x l - a 2 ) q l x 0 / B 1 ( q 1 x 0 + x 1 ) - a l ) ] 

8 2 

™ o u , ( Vb } -§7 

1__Vi 

<qlV*1> 

x u' ( S 2 ( q 1 x 0 + x r a 2 ) q l x 0 / 6 1 ( q 1 x 0 + x 1 J - ^ ) . 

S i m i l a r l y , d i f f e r e n t i a t i n g with respect to q 1 on the r ight-hand s ide o f (51) 

gives 

(57) ^ [ v ( 6 l x 0 + B l / q 1 ) - v ( 8 2 x 0 + B 1 x 1 / q 1 ) J = ̂  [ v ' C f l ^ B ^ / q , ) 

-M'(B2x0*6^}/q})] > 0. 

I f an equi l ibr ium e x i s t s then, from (51), 

(58) B 2 ( q 1 x 0 + x l - a 2 ) q 1 x 0 / B 1 ( q 1 x 0 + x 1 ) - a , < q,xQ. 

Then i f , on the one h a n d , ( B 2 / B 1 ) [ 1 - a 2 x 1 / ( q 1 x Q + x 1 ) J > 1 in equ i l ib r ium, and 

given (58) and the concavity of u ( « ) , the r ight-hand s ide o f (56) i s negative 

in equ i l ib r ium. On the other hand, i f B 2 l ^ " a 2 * 1 / ^ q 1 X 0 * ] t 1 ' ] / 8 1 < 1 in e q u i ­

l i b r i u m , then 

2. / ( 0 2 / B 1 ) ( q l V x r a ? ) q i x o \ ( B 2 / B 1 ) [ l - a 2 x 1 / ( q 1 x 0 + x 1 ) 2 J u ^ 2 1 ° 

>

 B 2 ( q iV x r a 2 )

 u A ( q i V x r a 2 ) q i x o ^ 
8 i^iV x i ) v fli(qivxi) y 

B (q,x +x - « ) / B (q » *x - « )q x*\ 
> u'l — T > / > u ' ( q . x - ) . 

w ^ ) v 8 i ( q iW / 1 0 

Here, the l a s t inequal i ty fol lows from the fact that - c u " ( c ) / u ' ( c ) > 1. 

Therefore, the right-hand s ide of (56) i s negative in e q u i l i b r i u m , which 

impl ies , given (57), that the Case 4 e q u i l i b r i a i s unique i f i t e x i s t s . 



- 20 -

Using (51), (54), and (55), a Case 4 equ i l ib r ium e x i s t s i f and only 

i f 

(59) i u ( ( 1 - w ) s y v ) • ( 1 - W ) V ( B I X 0 / ( 1 - W ) ) < n u ( B 2 ( 1 - » ) ( x 1 - i r a 2 ) / B 1 w - a 1 ) 

*• ( 1 - » ) V ( B 2 X ( ) * B 1 X 0 » / ( 1 - W ) ) , 

and the value o f q^ which solves 

i 2̂ ( 1 ' 1 , ) 2 ( q l V X 1 ) x 1 f l 1 ( x r a 2 ) 

(60) (q ) = 2  

•2

(qiVxra2)(xo) h 

a lso s a t i s f i e s 

fl2(qlVXra2)q1X0 
(61) « i < q i x 0 ) • ( 1 - i t ) v ( B 1 x 0 + B 1 x 1 / q 1 ) > >U i ^ V ^ ° 1 

• ( 1 - i r ) v ( B 2 x 0 + B 1 x 1 / q 1 ) . 

Case 5 Equ i l ib r ium. 

In a Case 5 equi l ib r ium, p 2 > 0, p 4 > 0, p 5 > 0, and p 1 = P 3 = 0. 

From (15) and (16), 

(62) q i = ( 1 - * ) p 2 x 1 / i r p ! | x 0 

(63) q 2 = ( 1 - « ) ( p 4 * P 5 ) ( x r a 2 ) / » ( p 2 * p 5 ) x 0 . 

Condit ion (20) impl ies that U 2 ( q 1 , q 2 ) = U 5 ( q , , q 2 ) , and that U 2 ( q 1 f q 2 ) = 

i V ^ v ^ * T n a t i 3 ' 

(64) q 2 = 3 2 ( x 1 - a 2 ) q 1 / B 1 x 1 , 

and 
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(65) vufq^Q-Oj ) + (1 -w)v (6 2 x 0 +6 1 x l / q 1 ) = wu(q 1x ( )) 

* ( 1 - * ) v ( B 2 ( q 1 x 0 + x l - a 2 ) / q 2 ) . 

Equations (64) and (65) imply that U ^ q . , ^ ) < U 2 ^ 1 » q 2 ^ a n d u i ( q i » q 2 ) 

< u 4 ( q i » q 2 ^ ' T h e r e f 0 1 * 6 (20) ho lds . Subst i tu t ing in (65) using (64), we get 

(66) » u ( 6 2 ( x 1 - a 2 ) x ( ) q 1 / B 1 x 1 - a 1 ) - . » u ( q 1 x ( J ) 

= ( 1 - » ) v ( f l 1 x 1 x ( ) / ( x 1 - a 2 ) * S 1 x 1 / q 1 ) - ( U*)v(B2xQ+B}x}/q} ). 

From (66), the fo l lowing i s a necessary condi t ion fo r a Case 5 equ i l ib r ium to 

e x i s t : 

(67) B 2 > B 1 x l / ( x 1 - a 2 ) . 

I f (67) ho lds , we then have, d i f f e r e n t i a t i n g the lef t -hand and r ight-hand 

s ides of (66), r e s p e c t i v e l y , 

( 6 8 ) iaTj" ( * u ( 8 2 ( x r a 2 ) x 0 q 1 / 6 1 X l " a J " 1 t u ( q 1 X 0 ) ' 

(fl (x - a ) / s ? ( x - a )x q \ / 

in e q u i l i b r i u m , and 

(69) ^ - [ ( 1 - » ) v ( 6 l x l x ( J / ( x 1 - o 2 ) + B 1 x 1 / q l ) - ( 1 - i i ) v ( B 2 x 0 + B 1 x 1 / q l ) ] 

(1-*)fl 6 i x i x n 
" k ^ B ^ / q ^ - V - ± ± £ ^ . , / q , ] > 0. 

( q ^ 1 2 

From (17), (62), (63), and (64), we get 

,x 6 2 q 1 / ( 1 - w ) x 1 B 1 - 1 
( 7 0 ) P 2 = B 2 / f l l - 1 
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and 

fl2/61 - ( ^ W !  
( 7 1 ) P 4 ' 8 2 / S l - 1 

For p 2 > 0, pj, > 0, and p 2 • pjj < 1, the so lu t ion to (66) must s a t i s f y 

(72) B J O - O X J / B ^ X Q < q 1 < B ^ O - W J X ^ B ^ W X Q . 

Note that , given (64), (68), (69), (70), and (71), a Case 5 equ i l ib r ium Is 

unique i f i t e x i s t s . From (66) and (72), given (68) and (69), necessary and 

s u f f i c i e n t condi t ions fo r the existence o f a Case 4 equi l ibr ium are that 

(73) wu((1-w)(x 1 -a 2 ) / i t -a 1 ) • ( 1 - i ) v ( 8 2 x 0 / ( 1-W) ) < n ^ B , ( l - O x ^ w ) 

• ( 1 - * ) v ( B 1 x 1 x ( ) / ( x 1 - a 2 ) * B 2 i r x 0 / ( 1 - u ) ) 

and 

(74) » u ( B 2

i ( 1 - i r ) ( x r a 2 ) / B 1

i i r - a l ) + ( l - i O v t B ^ - B ^ B ^ X g / f 1-x)) 

> n u C B ^ O - O x ^ i r B ^ ) • ( 1 - * ) v ( B 1 x 1 x 0 / ( x l - a 2 ) + B 1

i B 2

i w x 0 / ( 1 - n ) ) . 

Existence and Uniqueness o f Equi l ibr ium 

So f a r , we have establ ished necessary and s u f f i c i e n t cond i t ions for 

p a r t i c u l a r e q u i l i b r i a to ex is t ( i . e . , Cases 1 through 5) and have shown that 

at most one equi l ibr ium of a p a r t i c u l a r type can e x i s t . It remains to be 

establ ished that the equi l ibr ium is unique, and that an equ i l ib r ium e x i s t s at 

each point in the parameter space. 

Proposi t ion 4. I f an equi l ibr ium e x i s t s , then i t i s unique. 

Proof: We have shown that at most one equ i l ib r ium of a p a r t i c u l a r type can 

e x i s t , and w i l l proceed to prove that , working pairwise, no two types of 
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e q u l l i b r i a can c o - e x i s t . There are 5!/3!2! = 10 pa i rs to consider . Let 

( i , J ) , where 1, J = 1, 5, denote the case i / case J p a i r . F i r s t , i t i s 

c l e a r from (3D, (36), (43)-(*6), (59)-(6D, (73), and (74), that (1,4), 

(2,5), (3,4), and (3,5) can be ruled out . To el iminate the other cases r e ­

quires some manipulation o f the inequa l i t i es that are necessary and s u f f i c i e n t 

condi t ions for each type o f equ i l ib r ium. F i r s t , 

(75) IUCO-* ) * , / * ) • O - ^ v ^ X g / O - w ) ) 

- * u ( ( 6 2 / 8 l ) [ ( 1 - i ) x 1 / * - ( 1 - w ) a 2 J - o 1 ) - ( 1 - « ) v ( 8 2 x 0 f 8 1 x 0 « / ( 1 - w ) ) 

< » u ( 8 1

i ( 1 - i r ) x 1 / 8 2

i « ) • (1-w) v[afQ+B^*2Kx0/(Ui)) 

- ( 1 -n )v (8 2 x 0 +8 1

i 8 2

} x 0 u / (1 - * ) ) < n u ( ( 8 1

i / 8 2

i ) ( 1 - K ) x 1 / i r ) 

- i r u ( ( 8 2

i / 6 1

i ) ( 1 - i r ) ( x 1 - a 2 ) / x - a l ) - (1-*)v( 8 ^ + 8 , h^i/i 1-n) j . 

In (75), the f i r s t inequal i ty fol lows from - c u " ( c ) / u ' ( c ) > 1 and v" < 0. 

Given u' > 0 and v' > 0, we get the l a s t i n e q u a l i t y . From (3D and (74), t h i s 

ru les out (1,5). Next 

(76) w u ( 8 1

i ( 1 - H ) x 1 / n 8 2

i ) • ( 1 - i r ) v (8 1 X 0 x 1 / ( x 1 - a 2 )+8 1

i 8 2

i i rX ( ) / ( 1 - i r ) ) 

- i tu(8 2 ^(1- i r ) (x 1 -a 2 ) / i r8 1

i -a 1 ) - ( l - i O v ^ x ^ *B 2 * i cx 0 / ( 1-*) ) 

< nu(e i (1-w)x 1 /x8 2 ) + ( 1 - w ) v ( e i x 0 x 1 / ( x 1 - a 2 ) + 6 2 « x Q / ( 1 - i r ) ) 

- xu ( (1 - i r ) ( x 1 - a 2 ) / i r - a 1 8 1

i / 6 2

i ) - ( 1 - « ) V ( B 2 X Q / ( 

< » u ( 8 1 ( 1 - i r ) x 1 / ¥ 8 2 ) • (1-ir)v(8 1 x 0 x 1 / (x l -a 2 )-*-8 2 nx t ) / (1-w0) 

- i u ( ( 1 - * ) ( x i - a 2 ) / w - 0 1 ) - ( 1 - W ) V ( B 2 X 0 / ( 1 - n ) ) . 
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We use the fact that - c u " ( c ) / u ' ( c ) > 1 and v" > 0 to get the f i r s t inequa l i t y 

in (76), and the second inequal i ty fol lows from u' > 0. Given ( 3 D , (36), 

(43), and (74), condi t ions (75) and (76) imply that we can r u l e out (1,2) and 

(2,3). 

Let q 1 be defined by 

(77) (q^) = ^ 2 • ( q iV xr a2 ) ( xo ) B 2 

Note that ( I - * )* , / *** > q r I f 

(78) wu{(\-i)x}/*) • ( l - i j f l l ^ d - l ) ) 

- luH^/B^iCl-nH^/it-i 1 - « ) a 2 J - a 1 ) 

- Cl-iWiB^+iftf/il-*)) i 0, 

therefore ( B 2 / S 1 ) [ ( 1 - * ) x 1 / i i - ( 1 - i r ) o 2 ] - a 1 < ( l - w f c j / v . Condi t ion (78) then 

implies that 

(79) xu( (1-w) X l / i r ) • ( 1 - w ) v ( f l 1 x 0 / ( 1 - « ) ) 

- w u ( ( 0 2 / B 1 ) ( ( 1 - « ) X l / i . - ( 1 - i r ) a 2 J - a 1 ) - ( 1 - * ) v ( B 2 x 0 + B 1 X ( ) w / ( 1-*)) 

- w u ( B 2 ( q l x 0 + x 1 - a 2 ) q l x 0 / B l ( q l x ( J * x l ) - o 1 ) - (1-ir)v( B ^ + B ^ ^ ) , 

which fol lows from q 1 < (}-M)X}/MXq, - cu" (e ) /u ' (e ) > 1 and v" < 0. We showed 
i 

In the previous sec t ion that there e x i s t s a unique so lu t ion q 1 to 

F(q») = *u (q*x 0 ) • ( 1 - * ) V ( B ^ B j X / q * ) 

- s u ( B 2 ( q » + x 1 - a 2 ) q » x ( ) / B 1 ( q * x 0 * x 1 ) - a 1 ) - ( 1 - n ) v ( B ^ + B ^ / q * ) = 0. 
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If 

(80) l u f q ^ g ) + ( 1 - i t ) v ( 8 1 x 0 * 6 l x 0 / q 1 ) 

- » u ( 8 2 < a i V X r a 2 ) q l X 0 / 8 1 ( q l V X 1 ) - 0 ^ 

- O - W M B ^ Q + S ^ A ^ ) < o , 

then q B < q 1 < ( I - X ^ / W X Q . Therefore, 

(81) m t a - w ^ A ) + ( I - I O V ^ X Q / O - W ) 

- m i ^ / B ^ l O - * ^ / * - * l - O t ^ l - a ^ 

- ( 1 - i r ) v ( 8 2 x 0 * e i x 0 * / ( 1 - * ) ) < 0. 

Therefore, s ince (78) implies (79) and (80) implies (81), we can ru le out 

(1 ,3 ) . Next, l e t q^ = ( 1 - « ) x 1 6 1

i ( x 1 - a 2 ) T / « 0 6 2

i x 1

Y . From (77), Y i s the 

unique so lu t ion to 

(82) [ ( 1 - w ) e x l * x ( x l - a 2 ) ] / ( ( 1 - « ) 9 * w ] = ( x 1 - a 2 ) 1 - 2 l f x 1

2 Y , 

where 

e = ( a 1

i / 8 2

i ) [ ( x 1 - a 2 ) / x 1 ] Y . 

Note that 0 < Y < 1/2. Now, 

(83) « u < V 0 > * ( 1 - * ) V ( B 1 x 0 + 8 1 x 1 / q t ) 

- - i u ( B 2 ( q 1 x 0 + x 1 - a 2 ) q l x 0 / 8 1 ( q 1 x ( ) + x 1 ) - a 1 ) - (1-w)V( 62xQ+6}x}/q}) 

= « i ( [ ( 1 - i r ) x l / T l ( 8 1

i / 8 2

i ) ( x r a 2 ) / x 1

Y ) 

• ( 1 - x ) v ( 8 1 X 0 - f B 1

i 8 2

i X o l r X 1

Y / ( 1 - i r ) ( x 1 - « 2 ) 1 r ) 
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- » u ( [ B 2

i 8 l

i ( 1 - « ) / i - l ( ( x 1 - a 2 ) / x l l , r [ e ( 1 - i r ) x 1 + « x 1 - i t a 2 l / [ e ( 1 - * ) + i i ] - a l ) 

- ( 1 - i r ) v ( 8 2 X 0 * 6 1

i B 2

i x 0 K X 1

, r / ( 1 - « ) ( x 1 - o 2 ) Y ) < * u ( ( 1 - i i ) x l B 1

i / i t B 2 J ) 

• ( 1 -« )v (B 1 x ( ) +B 1 ^B 2 ^x 0 i fX 1

Y / ( 1 -w) (x 1 - a 2 ) i r ) 

- « u ( [ B 2

i ( 1 - « ) ( x 1 - a 2 ) Y / B l

i i . x 1

Y ] ( 9 ( 1 - w ) x 1 * « r i o 2 J / ( 9 ( 1 - * ) ^ l - a l ) 

- ( 1 - * ) v ( B 2 x 0 • • B 1

l B 2

i x ( ) w / ( 1 - « ) ) < » u ( ( 1 - w ) x 1 B 1

i / w B 2

i ) 

• ( 1 - w ) v ( 8 1 x ( ) x 1 / ( x l - a 2 ) - » - B 1

} 8 2

i w X 0 / ( 1 - « ) ) 

- ^ u ( 8 2

i ( 1 - * ) ( x 1 - a 2 ) / i . B 1

i - a 1 ) - ( l - w j v ^ x ^ ^ X g i r A 1-w) . 

The f i r s t inequal i ty fol lows from ( x ^ a ^ V x ^ < 1, u' > 0, and v' > 0. Since 

(82) impl ies that 

ad-wjx.+wx.-ira . 
s 3 1 2 > (x.-o.) X. , 
9 ( 1 - « ) + 1 1 ' 

and 

e ( lw)x 1 *w(x 1 - a 2 ) 1 + Y /X 1

T 

> x, - « 2 . 
e ( l - » ) • * 

we get the second inequa l i t y , given u* > 0 and v' > 0. 

Condit ions (76) and (82), along with (60), (61), (74), and (36), 

then imply that we can ru le out (2,4) and (4 ,5 ) . Having ruled out a l l pos­

s i b l e p a i r s , th is completes the proof . 0 

The proof of Proposi t ion 4 should make i t c lear that an equ i l ib r ium 

ex is ts fo r any (6y62,•1»«2i*Q**)t*)t where 8 1 > 0, 8 2 > 0, a 1 > 0, a 2 > 0, 

X Q > 0, x^ > 0 , 0 < x < 1. A l s o , note that the subset of the parameter space 

where a case i equi l ibr ium e x i s t s is nonempty for 1 = 1, 2, 5. 
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Consider the fol lowing example. Let u(Cj) = In o^, v(c2) = In 

XQ = x^ = 1, T = 0 .5 , 8j s 1, and = a 2 = a. Regions in the ( 0 , 6 2 ) plane 

where par t i cu la r types of e q u i l i b r i a ex is t were computed and p lot ted in D i a ­

gram 1. Note that as a decreases and s 2 increases , making asset 2 more a t ­

t r a c t i v e , that we move in the diagram from Case 1 to Case 4 to Case 3 to Case 

5 to Case 2 equ i l ib r ium. The region over which both assets are traded i s o f 

primary importance fo r our purposes, s ince i t i s here where mul t ip le t ransac­

t ions media are used in equ i l ib r ium. 

IV. Examples 

In the fo l lowing example, we w i l l l e t u ( c « ) = In c^ , v ( c 2 ) = In c 2 , 

X Q = X ^ = 1, w = . 5 , 6̂  = 1, and o 1 = a 2 = a . In the f i r s t example, 6 2 = 

1.05, and e q u i l i b r i a are computed for d i f f e r e n t values of a. Next, s e t t i n g 

a = 0.05, 82 i s allowed to vary, and the r e s u l t i n g e q u i l i b r i a are computed in 

Example II. 

Example I. 

Tables I and II show the computed e q u i l i b r i a when s 2 = 1.05 and a 

v a r i e s . Here c^ i s aggregate consumption in per iod i and w i s the expected 

u t i l i t y ( in period zero) o f the representat ive consumer (an increas ing func ­

t ion o f expected u t i l i t y i s tabulated) . 

For o > 0, the equi l ibr ium takes on the fo l lowing c h a r a c t e r i s t i c s : 

0 < a < 0.0285: Case 2 

0.0285 < a < 0.0288: Case 5 

0.0288 < a < 0.0470: Case 3 

0.0470 < a < 0.0488.: Case 4 

a > 0.0488: Case 1. 



In Tables I and II, note that a l l equi l ibr ium var iab les appear to be c o n t i n ­

uous funct ions o f a . For small a , a l l consumers fol low strategy 5, and asset 

2 i s the only asset produced and traded. As a increases , increasing f r a c t i o n s 

of consumers fol low s t ra teg ies 2 and 4 ( i . e . , asset 1 begins to be produced 

and traded) and the f r a c t i o n fo l lowing strategy 5 f a l l s to z e r o . With i n ­

creasing a , some consumers then begin taking strategy 1, and the f r a c t i o n 

fol lowing s t ra teg ies 2 and 4 f a l l to zero, at which point asset 2 i s not 

produced or t raded. 

The region of in terest is 0.0285 < a < 0.0488, i . e . , Cases 5, 3 and 

4, where both assets are produced and traded. In Tables I and II, note that 

pr ices and quant i t i es are much more s e n s i t i v e to changes in a for a in the 

in terva ls (0.0285, 0.0288) (Case 5) and (0.0470, 0.0488) (Case 4 ) , than in the 

in te rva l (0.0288, 0.0470) (Case 3) . For example, in the in te rva l (0.0470, 

0.0488), a small increase in o causes a r e l a t i v e l y large decrease in the s i z e 

of the banking sector ( i . e . , p2+p,_), a large decrease in period 2 consumption 

(because of the s u b s t i t u t i o n of asset 1 for asset 2) and a large increase in 

period 1 consumption, as fewer resources are absorbed in carry ing out t ransac-

t ions . 

Of p a r t i c u l a r in terest i s the fac t that expected u t i l i t y i s not 

monotonia in a . For example, i f o € (0.0470, 0.0488), an increase in a makes 

consumers better o f f (see Table I) , though i t leads to a reduction in measured 

output in per iod 2 and no change in per iod 1 output, and causes the banking 

sector to shr ink . Note that measured output in period 1 cons is ts of consump­

t ion of f i n a l goods plus the imputed value o f t ransact ions s e r v i c e s , and i s 

therefore always equal to the per iod 1 endowment. The non-monotonicity in 

expected u t i l i t y is perhaps not s u r p r i s i n g in l i g h t of what i s known about the 

welfare e f f e c t s of a r b i t r a r i l y adding or dropping markets in an incomplete 
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market se t t ing (see Hart, 1975, for example). Here, complete contingent 

claims markets are absent, due to s p a t i a l separat ion , and market s t ruc tu re i s 

determined endogenously. However, due to the departures from a f r i c t i o n l e s s 

Arrow-Debreu s e t t i n g , we should not necessar i ly expect agents to be bet ter o f f 

as we push out the production p o s s i b i l i t i e s f r o n t i e r . 

Example II. 

In th is example we re ta in the same funct iona l forms and parameter 

values as in Example I, except that a = 0.05 and e q u i l i b r i a are computed for 

d i f f e r e n t values of a 2 - Results are d isplayed in Tables III and IV. Here, 

e q u i l i b r i a have the fol lowing c h a r a c t e r i s t i c s : 

6 2 < 1.0513: Case 1 

1.0513 < B 2 1.0533: Case 4 

1.0533 < a 2 < 1.0914: Case 3 

1.0844 < a 2 < 1.0914: Case 5 

8 2 < 1.0914: Case 2. 

Tables III and IV y i e l d some of the same r e s u l t s as Tables I and II. In 

p a r t i c u l a r , p r i ces and quant i t i es are much more s e n s i t i v e to changes in B 2 in 

a Case 4 or a Case 5 equi l ibr ium than in a Case 3 equ i l ib r ium. A smal l de­

crease in a 2 in a Case 4 equi l ibr ium causes a large decrease in measured 

output and the f r a c t i o n o f t ransact ions ca r r i ed out using the banking s y s ­

tem. As in the previous example, expected u t i l i t y i s not monotonic in B 2 . 

For example, from Table III, expected u t i l i t y increases with a 2 in a Case 3 

equi l ibr ium but decreases as a 2 increases in cases 4 and 5, in s p i t e o f the 

fact that measured output increases with e 2 over both of these i n t e r v a l s . 

Case 4 and Case 5 e q u i l i b r i a are character ized by large changes in the s i z e of 



- 3 0 -

the banking system in response to changes in underly ing parameters. Thus, a 

parameter change that leads to an increase in second period consumption be­

cause o f the higher returns ava i lab le from investments made by banks, a lso 

causes a f a l l i n f i r s t per iod consumption due to the higher costs o f t rans ­

act ing in bank l i a b i l i t i e s . Over the Case 4 and Case 5 reg ions , t h i s increase 

in t ransact ions costs has a more than o f f s e t t i n g e f f e c t on expected u t i l i t y . 

Remarks 

Suppose an economy where, every three per iods , the environment 

analyzed in the previous sect ions i s r e p l i c a t e d . That i s , in each per iod 

t a 1, 4, 7, a new populat ion of agents i s born, who have l i f e t i m e s as 

s p e c i f i e d in Sect ion II and interact in the same manner. Thus, there is no 

interger.erational t rade . A l s o , suppose that in each per iod t = 1, 4, 7, . . . . 

a new set of parameters is drawn from a p r o b a b i l i t y d i s t r i b u t i o n . For s im­

p l i c i t y , f i x x . , x 2 , S< f and * , l e t = a 2 = a (as in the examples), and l e t 

( f l 2 , a) fol low a s t o c h a s t i c process 3uch that there i s p o s i t i v e trend growth 

in &2 a n d negative trend growth in a. 

From the examples in the previous s e c t i o n , we would observe t h i s 

economy going through an ear ly stage where there i s no growth and where asset 

1 i s the only means of payment. This stage i s fol lowed by one where there i s 
n 

rapid growth is* measured output and in the s i z e of the banking s e c t o r , f o l ­

lowed by a per iod where output growth slows and the r e l a t i v e s i z e of the 

banking sector s t a b i l i z e s . Th is appears to be t y p i c a l of the manner in which 

development occurred in many i n d u s t r i a l i z e d economies (see Cameron 1967). 

However, in s p i t e of large increases in output and banking a c t i v i t y in the 

ear ly stages o f development, i t may not be the case that there is an immediate 

welfare improvement (see the examples). 
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In the ear ly stages o f development o f the banking system, the econ­

omy w i l l be r e l a t i v e l y s e n s i t i v e to shocks in underlying parameters. Small 

negative shocks can cause large reductions in output which coinc ide with 

increases in the quanti ty of asset 1 produced and traded r e l a t i v e to asset 2, 

and with increases in the pr ices of t ransact ions media ( i . e . , d e f l a t i o n s , see 

Tables I and I I ) . In more advanced stages o f development (Case 3 e q u i l i b r i a ) , 

f luctuat ions in fundamentals cause r e l a t i v e l y smal l f luc tua t ions in output and 

have l i t t l e e f f e c t on the r e l a t i v e s i z e of the banking sec tor . 

These c h a r a c t e r i s t i c s of the model are reminiscent o f the recurrent 

banking c r i s e s which occurred pr ior to and during the Great Depression in the 

United Sta tes . These periods were character ized by large reduct ions in bank­

ing a c t i v i t y , decreases in output, and increases In the ra t io o f currency to 

bank deposit l i a b i l i t i e s (see Friedman and Schwartz 1963 and Cagan 1965). 

However, f i n a n c i a l c r i s e s have been v i r t u a l l y absent In the post-Great Depres­

s ion U.S. economy. This development Is convent ional ly viewed as being the 

resu l t of the introduct ion of government-provided deposi t insurance which 

acted- to prevent bank runs (see Friedman and Schwartz 1963) and/or i t i s 

a t t r ibuted to more appropriate behavior by the monetary au thor i ty . The bank 

runs model of Diamond and Dybvig (1983) is cons is tent with these conventional 

views. 

A l t e r n a t i v e l y , in our model, the d i f f e r e n c e between pre-1930's and 

post-1930's U.S. macroeconomic behavior can be seen as consistent with the 

natura l evolut ion o f the banking system. Th is does not contradict the views 

o f Friedman and Schwartz (1963) and Hamilton (1987), for example, who argue 

that monetary p o l i c y accentuated the downturn in the Great Depression. 
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Summary and Conclusions 

In th is paper, a model was constructed where banks provide access to 

a communications system which permits the trading of goods for asse ts . Trade 

can a lso be car r ied out using a l t e r n a t i v e means of payment. In equ i l ib r ium, 

there i s in general endogenous heterogeneity o f agents, in that d i f f e r e n t 

agents may fol low d i f f e ren t contingent asset -ho ld ing s t r a t e g i e s . Depending on 

parameter values, there may be no banking a c t i v i t y , a l l t ransact ions may be 

car r ied out through the banking system, or bank l i a b i l i t i e s and a l te rna t ive 

means o f payment may coex is t . 

The model's pred ic t ions are consistent with studies o f the r o l e o f 

banking in the stages of economic development ( e . g . , Cameron 1967). In par­

t i c u l a r , in ear ly stages rapid growth is accompanied by increases in banking's 

share in transact ions a c t i v i t y , while in l a t e r stages of development, growth 

in output l eve ls o f f , as does the r e l a t i v e quantity of banking a c t i v i t y . In 

a d d i t i o n , the model predic ts that , when deposi t banking i s in i t s in fancy, 

small technological f luc tua t ions w i l l cause recurr ing periods with large 

reduct ions in output accompanied by increases in the use of a l t e r n a t i v e means 

of payment r e l a t i v e to deposit l i a b i l i t i e s . At higher stages of development, 

technology shocks on the same order of magnitude cause only small changes in 

p r i ces and q u a n t i t i e s . 

Th is model can thus r e c o n c i l e the d i f fe rences between macroeconomic 

behavior in the U.S. p r i o r to the 1930s, on the one hand, and fo l lowing the 

1930s, on the other . Th is r e c o n c i l i a t i o n i s brought about without r e l y i n g on 

conventional wisdom concerning the ro le of government deposit insurance and 

cent ra l bank behavior in stemming f i n a n c i a l panics . 
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Footnote 

' i n th is model, d i v e r s i f i c a t i o n can poten t ia l l y complicate the 

ana lys is s u b s t a n t i a l l y . However, there are a wide range o f circumstances 

under which agents would not d i v e r s i f y , even i f they could . 



Diagram I 

Equilibria when u(c,) • /nc,, v(cL,) = lnc2, 0, - 1 , x, = x2 = 1, «, = <«2 = «, ^ = .5 

.02 04 .06 08 .10 .12 .14 



- 3 4 -

Table I 

E q u i l i b r i a for u ( c 1 ) = In Of, v ( c 2 ) = In c 2 , 8, = 1, 

.05, = x 2 = 1, a , z o 2 = a, * = J 

e w/0 .5 
(w = expected 

a c1 c 2 q 2 
u t i l i t y ) 

0.0285 0.4715 1.0500 0.9527 0.9500 1.9803 

0.02865 0.4784 1.0380 0.9634 0.9610 1.9918 

0.0288 0.4851 1.0264 0.9743 0.9719 2.0032 

0.0300 0.4850 1.0247 0.9751 0.9743 2.0020 

0.0350 0.4825 1.0246 0.9720 0.9774 1.9912 

0.0400 0.4800 1.0246 0.9688 0.9806 1.9800 

0.0450 0.4775 1.0246 0.9656 0.9838 1.9689 

0.0474 0.4811 1.0194 0.9714 0.9928 1.9714 

0.0480 0.4893 1.0108 0.9838 1.0059 1.9838 

0.0483 0.4934 1.0066 0.9900 1.0124 1.9900 

0.0488 0.5000 1.0000 1.0000 1.0244 2.0000 
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Table II 

E q u i l i b r i a for u(Cj) = In c , , v ( c 2 ) = In c 2 , 0j - 1, 

6 2 = 1.05, X] = x 2 = 1, a 1 = a 2 = a , X = J 

p1 + p 4 
p1 p 2 p 4 p 5 p 2 > p 5 

0.0285 0 

0.02865 0 

0.0288 0 

O.OiOO 0 

0.0350 0 

0.0400 0 

0.0450 0 

0.0474 0.2053 

0.0M80 0.5553 

0.04832 0.7271 

0.0488 1.0000 

0 0 

0.2522 0.2402 

0.4961 0.4724 

0 .4937 0.5063 

0.4929 0.5071 

0.4921 0 .5079 

0 .4912 0 .5088 

0.3886 0.4061 

0 .2160 0.2287 

0.1321 0.1408 

0 0 

1.0000 0 

0.5076 0.3161 

0.0315 0.8954 

0 1.0255 

0 1.0288 

0 1.0321 

0 1.0358 

0 1.5733 

0 3.6296 

0 6.5700 

0 
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Table III 

E q u i l i b r i a fo r u ( c 1 ) s In C j , v ( c 2 ) = In c 2 , 8j = 1, 

x 1 = x 2 = 1, o 1 = a 2 = 0.05, n = 0.5 

8 2 c , c 2 q , q 2 e w/0 .5 

1.0513 

1.052 

1.0525 

1.0530 

1.0510 

1.0600 

1.0700 

1.0800 

1.0850 

1.0897 

1.0900 

1.0905 

1.0910 

1.0914 

0.5 

0.4910 

0.4849 

0.4789 

0.4750 

0.4750 

0.4750 

0.4750 

0.4750 

0.4712 

0.4683 

0.4609 

0.4547 

0.45 

1 

1.009 

1.0154 

1.0218 

1.0265 

1.0294 

1.0343 

1.0392 

1.0416 

1.0506 

1.0367 

1.0701 

1.0747 

1.0914 

1 

0.9864 

0.9771 

0.9680 

0.9620 

0.9613 

0.9602 

0.9591 

0.9586 

0.9518 

0.9452 

0.9345 

0.9241 

0.9163 

1.0251 

1.0116 

1.0023 

0.9934 

0.9875 

0.9882 

0.9894 

0.9905 

0.9910 

0.9853 

0.9788 

0.9681 

0.9578 

0.95 

2 

1.9864 

1.9771 

1.9680 

1.9632 

1.9707 

1.9836 

1.9964 

2.0031 

2.0019 

1.9949 

1.9837 

1.9727 

1.9645 
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Table IV 

E q u i l i b r i a for u (c1 } * l n °1» v ( c 2 > = l n c 2 » 61 = 

x., = x 2 = 1, o f : a 2 s 0.05, * = 0.5 

p i ; P 4 
B 2 Pi P2 P i P5 pTTpT 

1.10513 

1.0520 

1.0525 

1.0530 

1.0540 

1.0600 

1.0700 

1.0850 

1.0850 

1.0897 

1.0900 

1.0905 

1.0910 

1.0914 

1 

0.6418 

0 .3966 

0.1575 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0.1735 

0.2936 

0.4118 

0.4903 

0.4901 

0.'4898 

0.4896 

0.4894 

0.4145 

0.3363 

0.2107 

0.0900 

0 

0 

0.1847 

0.3098 

0.4307 

0.5097 

0.5099 

0.5102 

0.5104 

0.5106 

0.4354 

0.3558 

0.2255 

0.0974 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 . 1 5 0 1 

0.2884 

0 .5638 

0 .8126 

1 

4.7637 

2.4060 

1.4284 

1.0396 

1.0404 

1.0416 

1.0425 

1.0433 

0.7712 

0.5696 

0.2912 

0.1079 

0 
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