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Crazy Explanations for the
Productivity Slowdown

1. Infroduction

In 1958 Wolfgang Pauli presented a paper in which he and his coauthor,
Werner Heisenberg, tried to solve all of the outstanding problems in ele-
mentary particle physics with a single equation. This article tries to do
the same for the productivity slowdown in the United States—explain
everything in terms of a single growth accounting equation. Given the
amount of effort that has been devoted to growth accounting and the
productivity puzzle, it would be surprising if this effort were a complete
success. One suspects that any area that has received this much atten-
tion will be subject to a conservation law, the conservation of puzzles.
The analogy with particle physics in the first half of this century
‘strikes me as apt because there appears to be a wide range of fundamen-
tal problems confronting the neoclassical theory of growth that forms
the foundation for growth accounting and productivity analysis.' I take
the key features of that theory to be perfect competition, a constant-
returns-to-scale production function, and a specification of technologi-
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cal change as an exogenous function of time or as an ad hoc function of
variables that can be analyzed in isolation from the basic factor inputs.
Models in which the direction of technological change or the overall rate
of change is responsive to economic incentives have been proposed,? but
they have had little impact on empirical practice, in part because the un-
derlying theory is typically incomplete.

The comment offered by Neils Bohr after Pauli finished his presenta-
tion also strikes me as apt. “Herr Professor,” said Bohr, “we are all
agreed that your theory is crazy. However, we are not convinced that it is
crazy enough to be right.”* Consequently, I will try to offer suggestions
that are not just crazy, but are radically so. For example, [ will argue that
we should drop the notion of technological change altogether and work
with a production function that can be described as a stationary func-
tion of measurable inputs. To make this description consistent with the
data, it will be necessary to drop the assumptions required for perfect
competition, especially the assumption that there are no external ef-
fects. This implies that one cannot simply equate prices with marginal
products and account for growth by weighting growth rates of different
inputs by factor shares in total income. 1 will allow for the possibility that
there are aggregate increasing returns, and I will even argue that an im-
portant part of technological change may act to lower the marginal pro-
ductivity of labor.

In part, 1 take this route because all the sensible suggestions concern-
ing the productivity slowdown have already been explored. I am in sub-
stantial agreement with many of these suggestions, but the emphasis
here is on the basic theoretical foundation for growth accounting, not on
the details of possible refinements. As a result, I will use a framework
that, except for the absence of constant returns to scale, perfect compe-
tition, and technological change, is very similar to that used by Solow
{1957). I will not take into account the role of inputs other than capital or
labor. I will look only at a value-added measure of output, for the most
part at a fairly high degree of aggregation.* I will try to use the most sen-
sible measures of capital and labor inputs available from other sources,
but I will not make my own adjustments to the existing measures to take

2. For models of the first type see Feliner {1961}, Kennedy {1964), Samuelson {1965), Dran-
dakis and Phelps (1966); for the second type, see Phelps (1966}, von Weizsacker {1966),
Shell (1967).

3. This lecture is described in a recent article by Jeremy Bernstein (New Yorker, Feb. 2,
1987). The quotation given here was described to me by Leo Nedelski, a physicist at the
University of Chicago. Bohr was right.

4. See Bruno {1984) and Baily (1986) for a discussion of the role of materials inputs and net
versus gross output measures. See Jorgenson, Collop, and Fraumeni {1986) for detailed
estimates using gross output at the industry tevel.
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account of changes in quality of labor,® nor will I consider the effects of
alternative methods of aggregation and depreciation for the measured
stock of capital.* I will not offer any new evidence at the level of individ-
ual industries, nor consider the possibility that depletion of the stock of
technological innovations explains the slowdown in particular indus-
tries.” I will not look at any direct measures of research, development, or
inventive activity.*  will not offer anything beyond the usual handwring-
ing about mismeasured quality change in the division of nominal income
growth into real growth and inflation.®* Much careful work on these
issues has been and continues to be done, and nothing suggested here
makes any of them less important. Because there is no consensus about
the appropriate explanation for recessions, I will follow the older tradi-
tion in the literature on productivity and maintain a theoretical dichot-
omy between growth and business cycles. "

Section 2 describes three distinct theoretical models that allow for ex-
ternal effects and for the possibility of a departure from constant returns
to scale. The intention in this section is not to produce a fully formed
model with parameters to be estimated and restrictions to be tested.
Rather, the intention is to suggest features of the data that might be
worth examining and to induce a predisposition to let the data speak for
themselves before we force the elasticity of output with respect to capital
or labor to be equal to that factor’s share in total income. Section 3, which
summarizes the evidence, therefore amounts to a rather loosely struc-
tured form of data analysis. It considers not just data on the productivity
slowdown per se, but also more general evidence on the plausibility of
the alternative theories offered here and on the elasticity of output with
respect to capital and labor inputs.

Before asking the reader to invest in the lengthy arguments that follow,
it is reasonable to offer a preview of the conclusions they lead to. First, it
appears that the conventional growth accounting analysis substantially
underestimates the role of capital accumulation in growth. The correct
weight on the rate of growth of capital in a growth accounting exercise

5. See Darby (1984) or Gollop and Jorgenson (1980) for estimates that rely on measures of
labor adjusted for quality change.

6. See Norsworthy (1984) for a detailed comparison of how capital is measured in the
growth accounting approaches of Denison, Kendrick, and Jorgenson.

7. For examples of research along these lines, see Gordon (1983), and Baily and Chakra-
barti {1985).

8. See Griliches (1980, 1986), Sveikauskas (1986).

9. For examples of research that does treat this issue seriously, see Lichtenberg and Gri-
liches {1986) and Gordon (1986h).

10. Recent work that dues not maintain this dichotomy includes Hall {1986), Prescott

{1986), and King and Rebelo {1986).
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may be closer to 1 than to 0.25. The true elasticity of output with respect
to changes in capital may be greater than the share of capital in total in-
come because of positive externalities associated with investment.

This view is consistent with the long-run growth of output and pro-
ductivity and can explain growth without introducing exogenous tech-
nological change. However, it completely resolves neither the postwar
acceleration of productivity and output growth in the United States nor
the subsequent slowdown in growth. One way to shift some of the blame
for the decade-to-decade variations may be to implicate business cycle
fluctuations. It does appear that they are more important and harder to
remove from the data than is conventionally recognized. One revealing
piece of evidence in this regard is the fact that the labor productivity
slowdown for manufacturing in the United States, which seemed so ob-
vious and persistent during the late seventies and carly eighties, has dis-
appeared over the course of the current expansion.

Even combined with an allowance for cyclical fluctuations, emphasis
on the elasticity of output with respect to capital cannot by itself explain
the behavior of labor productivity in the United States, especially in non-
manufacturing over the last thirty years. There, the data seem to be tell-
ing us that output responds much less to increases in the amount of
labor supplied than a simple model fike Y = K°L™ would suggest,
whatever value we assign to «. Long-run data suggest that the exponent
on labor may be substantially smaller than its share in income, possibly
on the order of 0.1 or 0.2, If estimates in this range are correct, a ceteris
paribus increase of 1 percent per year in the rate of growth of labor will
cause a fall of 0.8 percent or 0.9 percent per year in the rate of growth of
labor productivity.

One interpretation of such a large difference between the elasticity of
output with respect to labor and labor’s share in income is that thereisa
negative externality associated with labor. This could arise if there is a
form of innovation that economizes on labor, if investment in this kind of
innovation is sensitive to movements in wages, and if this innovation has
positive external effects because of spillovers of knowledge. In this case,
an increase in the rate of growth of the labor force, with the implied de-
crease in the rate of growth of wages, could cause a decrease in innova-
tion, and hence a decrease in knowledge spillovers from innovation. The
net effect that an increase in labor supply has on output would then be
the combination of the positive direct effect of more workers and the
negative indirect effect of less innovation.

The suggestion that this kind of effect could be present is not new."

11, Suggestions along these lines are contained for example in Hicks (1963).
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This kind of interaction between wages and innovation has been invoked
repeatedly in the comparative analysis of productivity growth in the
United States and Britain during the nineteenth and early twentieth cen-
turies.” What seems at variance with reasonable prior beliefs is the
suggestion that the magnitude of this effect could be so large. As a
result, the exercise undertaken here does not fully resolve the produc- '
tivity puzzle, but rather converts it into a different, possibly more sug-
gestive, puzzie. Reconciling this explanation with these apparently
reasonable prior beliefs, or finding an alternative explanation for the low
apparent elasticity of output with respect to labor is the new puzzle sug-
gested here, ;

2. Theory .
9.1, THE SOLOW MODEL ‘:

Because it is familiar, the implications of the basic Solow model will be
noted only briefly. The central equation is

Y(t) = T(HFEK(HLE), 3)

i
i
where F is assumed to exhibit constant returns to scale and F{t) repre- |
sents exogenous technological change. Under the assumption of com- !
petition, it follows immediately that perceniage growth rates, denoted E
here by variables with “*""’s, can be written |

Y=T+ak+(Q-a)l, @

with o defined to be the share of capital in total income.

In applications, this model is used in two quite different ways. For
a single developed country, analysis often focuses on the behavior of !
steady-state growth, ignoring any transitional dynamics. Under the sim-
plifying assumptions that the function F can be taken to be Cobb-Douglas ;
and that technological change is exponential—I'(t) = e'—steady-state
growth at a rate Y = K = [ + y/(1 — o) will occur if a constant fraction
of income is saved or if preferences take the usual additively separable
form. According to this view, the rate of growth of output per worker,
Y — [, is determined entirely by the rate of technological change. A
ceteris paribus increase in L. will be matched one for one by an increase
inY.

The empirical applicability of these steady-state results is not clear.

12. The early references in this area are Rothbart {1946) and Habakkuk (1962).
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Sato (1963) and Sato (1966) show that the half-life of the transitional dy-
namics in a simple growth model can be quite long, on the order of many
decades. Also, evidence presented in the next section on changes in out-
put in the United States in response to changes in labor supply shows
that the steady-state results may not offer a reasonable description of the
data when growth rates are measured over periods as long as twenty
ears.

’ Alternatively, the model is interpreted as a description of the behavior
of a cross-section of economies under the assumption that they are not
all on steady-state growth paths. Countries starting from a low level of
the capital-labor ratio are assumed to accumulate capital more rapidly
and catch up with countries that start from a higher initial position. For
example, countries like Germany and Japan that suffered large losses
during World War I, or developing countries like Korea, are thought to
have grown faster than the United States in the 1950s and 1960s because
of more rapid capital accumulation as they approached the capital-labor
ratio in the United States. Under the assumption that the rate of techno-
logical change I is the same in each country, the difference in the rate of
growth between countries 1 and 2 can be expressed as

A s

Y, - Y= R, - K) + (0~ a)(l; ~ L) 3

One of the implications of this model, noted by Robert Solow (Solow
1959) is that a value of a near Y4 or even ¥ leaves little scope for increas-
ing the rate of growth of output by increasing capital accumulation. In-
creasing the investment-output ratio I/Y by 4 leads to an increase in the
rate of growth of output equal to aA{Y/K). Thus for Y/K = 1, an in-
crease in the share of output devoted to investment of 10 percentage
points leads to an increase in the growth rate of output of roughly 1 per-
cent per year. For this reason, and also because of the implausible sug-
gestion that exogenous technological change would cause output to
increase in the absence of any increment in the stocks of labor and capi-
tal, Solow suggested that technological change must be embodied in
new investment. In effect, this is equivalent to assuming that techno-
logical change arises entirely through unmeasured quality change in
capital inputs.

To see how this changes the model, let output be written as ¥ =
F(.L), where [ is the true aggregate measure of capital in efficiency
units, Let I(t) = Y{t} — C(#) denote forgone output devoted to invest-
ment in new capital goods. Assuming exponential depreciation at the
rate 8, the equation for the accumulation of capital is J(f) = A(DI{t) —
§]{t). Exogenous technological change is captured entirely in the term

[D
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A{¢). If the measured stock of capital is simply a direct aggregate of for-
gone consumption, K(t) = I(f) ~ 8K(t), it measures capital at cost and
makes no correction for the fact that one unit of forgone consumption
today makes a better capital good than one unit yesterday; that is, it takes
no account of the quality change associated with increases in A{#).

In this model, «, the elasticity of output with respect to changes in
true capital |, is correctly measured by the share of income devoted to
capital. As shown in Solow {1956), all that is required for this result is
<ompetition and constant returns.” The difficulty introduced by embod-
ied technological change lies in the measurement of J/]. The growth rate
of capital as conventionally measured, K/K = I/K — &, underestimates
the effect of an increase in [ because the measure K counts older, less
productive capital goods equally with more recent goods,

To see this in a simple example, assume that A(t} has been growing
forever at an exponential rate 4, that I{?) has been growing at the rate g
for all ¢ prior to time 0, and that I{0} is normalized to 1. At time 0,
K(Q) = V(g + &), (0) = A({Q){g + a + 8&). Thenif Iis chosen freely
at time s just after 0, | = A(s)] — 8] and K = [ — 3K, Therefore,
Jl={(g+a+58)Ks)~ 8 but KIK = (g + 8)I(s) - 8. A change in
I therefore leads to a change in [/] that differs from the change in K/ K by
the factor

_AQKQ _gratd
=T - Tg+s 0 W

An estimate of the elasticity of output with respect to capital based on a
regression of ¥ ~ L on Kinstead of ] would be too low by the factor A1
This same factor arises in the calculation of the effect that a change in the
share of GNP devoted to investment has on growth. The growth rate of
output can be written ¥ = [' — a8 + a{l/ YYAK/JNY/K) + (1~ a) L
Then using the definition of A, a change A in I/ Y leads to achange in ¥ of
aA(Y/K)A,

The magnitude of this effect depends on the values for the parameters
& 8, and 4. Using direct estimates of characteristics of capital goods,
Gordon {1986b) estimates that existing deflators for capital goods may
underestimate quality change by as much as 3 percent per year. Lichten-
berg and Griliches {1986) use a comparison of different producer price
indices to conclude that the mismeasurement is on the order of 1.5 per-
cent per year. Combining this range of estimates for a4 with an estimate of

13. These assumptions are not sufficient to imply that « is a constant, but since it is observ-
. able, this causes no problem for the impletrentation of growth accounting.

%
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the growth rate g for capital of 2 percent per year and an estimate of de-
preciation of 4 percent per year, the factor A lies in the range 1.25 to 1.50.
Thus, even if the true elasticity «is as large as @ = .33, the estimate of o

enerated by regressing the growth rate of output Y on growth rates of
K and L should be no larger than 0.5. Similarly, adding 10 percentage
points to I/Y will lead to at most a 1.5 percent increase in Y, as opposed
to the previous estimate of 1,0 percent. If the rate of growth of capital or
the rate of depreciation is larger, the factor A will be even smaller.

2.2, GROWTH WITH INCREASING RETURNS AND KNOWLEDGE
SPILLOVERS

The only plausible way to get something resembling a direct external
effect associated with investment decisions by firms is to allow for the
possibility that knowledge is an intangible capital input in production.
Thus, F(K.Le}}{(E} could represent the production possibilities avail-
able to a firm with capital K, labor input L and a private stock of knowl-
edge ¢ when the aggregate stock of public knowledge is E. For example,
e could represent process knowledge that is kept secret by a firm, whereas
E could represent the publicly observable outcome of product design
efforts by all firms in the economy. An individual firm that introduces a
new good does research to produce new knowledge about designs and
about processes for producing it. The implemented design knowledge
becomes part of the aggregate pool E that any firm can exploit.

in the simplest fixed proportions case, E is assumed to increase one-
for-one with ¢, and ¢ is in turn assumed to move one-for-one with K.
With identical firms in an economy, production can then be written
Y = FIKLYUK) ¥ F is Cobb-Douglas and {1 is the power function
({K) = K¢ aggregate output takes the form

F(K,LYQUK) = KeL' - °K°. (5)

If the stock of Iabor is fixed, if & + @ is less than one, and if capital is
accumulated one-for-one from forgone consumption, then diminishing
returns to investment in capital will eventually force growth to stop just
as it does in the classical case. One way to generate unceasing growth is
to allow for exogenous growth in the labor force, As K grows in propor-
tion with L, output per capita will increase over time because of the in-
creasing returns to scale. This is essentially the mechanism proposed by

14, The first assumption is essentially a matter of convenience. Qualitatively, all that mat-
ters is that public knowledge increases with private knowledge. Section 3.1 describes
evidence presented in Schmeokler (1966) on the comovements of patents and invest-
ment, which suggests that the second assumption may not be unreasonable,
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Arrow (1962). The alternative proposed in my earlier paper (Romer
1986a) is to allow for the possibility that« + @ is greater than or equal to
1, so that the per capita capital stock can increase without bound. A
simple intermediate case is where & + 8 equals 1, so aggregate produc-
tionis F(K,L) = KL' - = With a fixed labor force, the mode! wili behave
much like a standard model with linear production. With either constant
savings out of output or the usual discounted preferences with a con-
stant elasticity utility function, this kind of model can be explicitly
solved for constant growth rate paths for Kand Y.

The model proposed here is essentially one of endogenous techno-
logical change. As stated, this technological change operates in a disem-
bodied fashion. An individual firm receives the benefits of growth in the
aggregate stock of knowledge E even if it chooses not to invest in addi-
tional private knowledge e or capital K. Like the original Solow model,
this model could be recast in a form where the effects of increases in the ‘
public stock of knowledge can be exploited only if accompanied by addi-
tional investment on the part of the individual firm. The details in what
follows would change, but not the main conclusions.

Although the issues appear superficially to be related, whether tech-
nological change is embodied is quite different from whether the rate of
technological change is endogenous. In both the Solow model and this
model, the technological change can be put in embodied or disembodied
form. In either form, the key feature of the model in this section is that
the rate of technological change is increasing in aggregate investment.
Thus, an increase in investment has both the usual direct effect on out-
put and an indirect effect on technological change. In contrast, for both
the disembodied and embodied versions of the Solow model, the tech-
nological change terms I'(t) or A(t) are unaffected by any other variables
in the model. Since they are the fundamental sources of growth in that
maodel, it follows almost immediately that there is little scope for policy to
affect growth rates™ or for the conventional aggregate measures of in-
puts to explain growth rates.

As described in Romer (1986a), this mode! has a well-defined com-
petitive equilibrium with externalities, despite the presence of increas-
ing returns. As a normative matter, the presence of externalities means
that the equilibrium rate of growth for K is too small, and that the rental
rate on capital differs from its social marginal product. Thus, the elas-
ticity of output with respect to capital differs from the sh%are of capital in
total income. Nonetheless, given the approximations underlying equa-

15, For a discussion of the fimited role for policy that is inherent in any model of growth
based on exogenous technological change, see Rebelo (1987),
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tion (5), a growth accounting equation follows by logarithmic
differentiation,

Y=(a+ 0K+ (1 -al ©

The parameter a can still be estimated as capital’s share of total income.
According to this model, the conventional growth accounting exercise
yields a residual because the weight applied to capital is too small.™

2.3. INCREASING RETURNS DRIVEN BY SPECIALIZATION

Any departure from the basic growth accounting framework must rely
on a departure from perfect competition. The model in the last section
does this by introducing external effects and increasing returns. 1t uses
the equilibrium concept of competitive equilibrium with externalities.
The mode! in this section introduces fixed costs and uses the equi-
librium concept of monopolistic competition. Details are presented in
Romer (1986b,1987).

The motivation for this model is the old idea that increases in the ex-
tent of the market lead to increases in the degree of specialization, and
that the increase in specialization has productive value. This productive
effect for specialization is captured by using an extension of the “variety
in production” model used in Ethier (1982). Suppose that final output
depends on labor L and a continuum of possible specialized inputs in
production X(i), X: R, — R. To describe the basic ideas in the context
of a familiar functional form, let

Y(XL) = U~ | X()ydi. )

Ignoring the presence of the input L, this is just a continuum version of
the Dixit-Stiglitz (1977) functional used to capture a preference for vari-
ety in consumption. While it does depend on the variety of inputs used,
this form of production exhibits constant returns to scale. Thus, there is
no problem assuming that there are many producers in the final goods
industry and that they are price takers in the markets for intermediate
inputs and for final output. Monopolistic competition will arise only
in those industries producing the intermediate goods, By allowing for
household production as well as market production, this formulation in-
cludes the usual preference for variety as a special case.

Following the classical (not neoclassical) economists, this functional

16. See Lucas (1985) for a model in which positive externalities are associated with labor or
human capital instead of physical capital.
!

i
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form is motivated by the idea that increasing the number of specialized P
inputs leads to more efficient production. For example, it is possible to Y

connect two pieces of wood with wooden pegs made by hand, but it can

be done more efficiently if someone like a blacksmith supplies special-

ized inputs like hammers and nails. These inputs can themselves be :
made more efficiently with machinery designed specifically to produce '
them, and these machines will in turn rely on the availability of other
inputs like steel and energy and will themselves be manufactured most
efficiently with the help of specialized tools and dies.

As suggested even by Adam Smith, what limits this process of spe-
cialization is the extent of the market, that is, fixed costs that must be j
amortized over a sufficiently high level of output. Thus, assume that the .‘
specialized inputs are created from a stock of primary unspecialized §
capital Z. Assume that X(i) units of any input i can be produced ata cost i

G(X()) = o + o X(). (8)
The feasibility constraint for the economy at time t is ;
[ cxandi = zon. ©

Because of the symmetry in the model, the planning optimum for this
economy would be one in which the list of specialized inputs takes on
the form X(} = N/M for i € [0,M] and 0 otherwise. Here N represents
the total quantity of inputs, M the range or degree of specialization of
these inputs. For this kind of input list, output can be written

Y = Lt-eMt-eNo (10)

Were it not for the presence of the fixed costs, the solution would be to
drive M to infinity, holding N constant; that is to make the degree of spe-
cialization arbitrarily large.

Because of the fixed costs involved in the production of any individual
good i, only a single producer will produce that particular good. Even in
the presence of an infinite number of similar producers offering goods
X{j), producer i will still face a downward-sloping dem;{nd curve for his
good and will therefore have market power. For the simple functional
form used here, the inverse demand curve takes the constant elasticity
form p(i) = X{i)* -} regardiess of the prices charged by suppliers of ?
other intermediate inputs. The firms producing final output goods using '
the technology described in equation (7) will take as given the price of
output goods and a price list p(i)—one price from each intermediate



174 - ROMER

goods producer—and wilt choose a list of inputs X{(i}.” Each producer
of a specialized input will treat the price of the primary good Z pa-
rametrically and will maximize profits taking the demand curve p(i) =
X{i)* - t he faces as given. With free entry into the production of spe-
cialized inputs, entry will occur and the price for Z will increase up to
the point where equilibrium profits are zero.

For the functional forms chosen here, it is & matter of algebra to show
that the static equilibrium for a fixed initial supply of Z is one with
X(i) = X = cyfc, [a/{l = )] on the interval [0,M], where M is deter-
mined by M = Z (1 — a)/(¢,). In this case the total quantity of special-
ized inputs N is given by N = XM = az/c, and output Y becomes

Y = BZD - (i1)

for a suitable constant B. Increasing returns as a function of labor L and
primary capital Z arise because of the interaction of the fixed costs for
producing the intermediate inputs and the dependence of final output
on the range of specialized inputs. :

Now introduce the usual representative individual with standard dis-
counted preferences and a constant elasticity utility function, and sup-
pose that it is possible to accumulate the primary capital good Z(#) like
conventional capital,

Ziy = Y(y ~ C(1). (12)

As always, many different equivalent market structures can support the
equilibrium. It is simplest to think of consumers accumulating Z directly
and renting it to the firms that use it to produce a flow of specialized
intermediate inputs.

In another of the many demonstrations of the beauty and simplicity of
power functions, it turns out that one can explicitly calculate the dy-
namic, monopolistically competitive equilibrium for this model. Itis not
the same as the first best optimum that emerges as the solution to the
social planning problem; in fact, it bears a strong formal resemblance to
a competitive equilibrium with externalities. The apparent externality
{or pecuniary externality if you prefer) arises because an individual pro-
ducer deciding whether or not to introduce an additional specialized
good balances the cost of producing the good against the profit he can
extract by selling it at the standard monopoly price. The social benefit

j

0

17. Formaily, we can allow the price of any intermediate good that is not produced in equi-
librium to have a price equal to %, . .

s }
t
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from the introduction of the good is larger than the profit the menopo~
list can extract; the difference is the surplus received by the demanders
of the good. Thus there is a benefit associated with the introduction of
new goods that is not captured by the price system; the model behaves
as if there is a positive externality associated with the range of inputs or
equivalently with the degree of specialization. This difference between
social and private valuations is distinct from, and in this case more im-
portant than, the usual wedge between price and marginal cost intro-
duced by monopoly pricing.”

Given that output Y in equation (11} is linear in the accumulated capi-
tal good Z, itis not surprising that both the equilibrium and the planning
solution for this economy exhibit constant exponential growth. Given
the vague description of why too few goods may be introduced in equi-
librium, it should not be too surprising that the equilibrium has a rate of
accumulation of Z, and hence a rate of growth of output, that is too small
relative to the first best social optimum.

Although the interpretation of this model is quite different from that
for the model with knowledge spillovers, the implications of the two
models are quite similar. Endogenous, unceasing growthﬁ is possible.
Growth accounting will fail because of the divergence between the social
and private valuations of capital. The share of capital in total income will
be «, the share of labor wilibe 1 — a, and the equation for the evolution
of output is

Y =7+ ~al (13)

Once again, a conventional growth accounting exercise will estimate a
residual because it puts too small a weight on the growth rate of primary
capital.”

2.4. LABOR-SAVING INNOVATION

The previous two models suggest reasons why the capital elasticity of
output might be higher than capital’s share in total income, but in each
B |

18. To demonstrate that these effects are in fact distinct, Romer (1986b) constructs an ex-
ample where the wedge between price and marginal cost disappears, but where the
difference between the social and private valuation of an additional good remains. In
this setting, the basic results presented here still go through.

19. In a mode] with market power but without a dependence on variety, Hall (1986} con~
cludes the opposite, that the weight on capital is too large and the weight on labor too
small. His theory is motivated by the familiar observation that preduction function es-
timates that rely heavily on cychical fuctuations—for example, those based on annual
or quarterly data—assign an elasticity of 1 to labor. The interpretation of these em-
pitical results is discussed below.
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case the labor elasticity is still equal to labor’s share in total income. The
theory outlined in this section offers a separate explanation for why the
elasticity with respect to labor might also differ from its share in income.
As described in the introduction, the basic idea is that some forms of
knowledge may be substitutes for labor rather than complements. That
is, these forms of knowledge are labor saving in the strong sense thatata
constant wage rate, an increase in knowledge leads to a reduction in the
quantity of labor demanded.”

The empirical problem that this kind of theory faces is obvious. To
have any hope of explaining the trend in wages, this kind of effect must
be augmented by some other explanation for rising wages. For illustra-
tive purposes, I will graft a version of endogenous development of labor-
saving innovation onto the model of specialized goods from the last sec-
tion, but this choice is somewhat arbitrary.

To formalize what a model of labor-saving innovation might look like,
let e stand once again for the private stock of knowledge held by a repre-
sentative final goods producing firm, and let E be the aggregate stock of
public knowledge that results from spillovers from the private stock.
Suppose for simplicity that labor now enters final output as part of a
composite good H that itself depends on a composite knowledge vari-
able, y(e,E). Thus equation (7) becomes

Y(L . X.e,E) = H(lj:(e,E),L)f X{iedi. (14)

Solving the static monopolistic competition model as before for a given
initial stock of primary capital Z, this becomes

Y = AH@,L)Z. {15)

One of the easiest ways to represent labor-saving innovation is to allow
knowledge  to act as a perfect substitute for L, for example to represent
robots made of silicon chips that are costly to design, yet essentially cost-
less to produce. Once designed, they are a perfect substitute for work-
ers. Then the function H could take the form

H(y,L) = (g + Ly~ (16}

For ¢ to be labor-saving in the strong sense identified above, all that is
required is that the cross partial derivative of H is negative. To ensure

20. No elaboration of the model outlined in this section is available, but a dosely related
mudel that relies on technological change that is resource-saving in the same strong
sense is presented in Romer and Sasaki (1986}, :

i
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that diminishing returns do not force research to stop, ¢ would need to
exhibit increasing returns. This poses no problem for equilibrium pro-
vided that y«(e,E) is concave in ¢ when E is held fixed.

The problem for this economy at any point in time is to allocate current
output between consumption, accumulation of new capital Z, and in-
vestment in the production of new knowledge e. In principle, once one
specifies intertemporal preferences and accumulation functions for e
and Z and the relation between private knowledge ¢ and public knowl-
edge E, it is straightforward to write down the dynamic equations that
will characterize the equilibrium, even though it involves both market
power and externalities, However, there is no hope that a fpodel using a
function like H in equation {15) can be solved explicitly for'paths for (1)
and Z(1).

Some of the properties of this kind of model can still be inferred. The
relevant observation is that holding Z{0) and £(0) constant, an increase in
L(0) will reduce wages and increase the return to investment in primary
capital Z—the usual effects—but will also decrease returns to invest-
ment in private knowledge ¢. Thus, exogenous growth in L could reduce
the rate of investment in e. If the spiliovers from ¢ to E are important
enough, an increase in the growth rate of L might cause the composite
H{w{e,E),L) to grow more slowly, which would in turn induce slower
growth in Z.

Innovation is a good from the point of view of society as a whole. Be-
cause of the externalities associated with spillovers of knowledge, invest-
ment in labor-saving innovation is suboptimal in equilibrium, so any
effect that influences this investment can have large welfare effects, not
just little triangles. Because it is a second-best equilibrium, these welfare
effects may be perverse. In the extreme case where a reduction in the
rate of growth of labor stimulates an increase in the growth of e and E
large enough to cause a net increase in the growth of H(y(e,E}, L), 2 pol-
icy that forces up wages and the costs of employment so much that
a nontrivial fraction of the existing work force becomes unemployed
might actually have a positive effect on the rate of productivity or even
output growth. Of course, it is never fully optimal to have wasted re-
sources. A better intervention would be to support innovation directly.

To derive a growth accounting equation for this economy, take a loga-
rithmic approximation to equation (15), and write

Y =72+ pe+ pE+pLl an

where B, represents the derivative of InH(ys(e,E), L) with respect to the
logarithm of ¢, E, or L. Suppose that the growth rate of E is positively
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related to the growth rate of ¢ (for example, that it moves one-for-one
with ¢) and that the growth rate of ¢ responds negatively to changes in
the growth rate of L because of the interaction through wages. Then the
coefficient on the growth rate of labor in a regression that relies only on
the observables Z and L will equal the sum of 8, and a negative coeffi-
cient times 8, + £,. Evenin a growth accounting exercise that correctly
measured ¢ {for example by making use of data on patents or research
expenditure), the estimated coefficient on L would still contain a nega-
tive effect due to spillovers captured in £,

3. Evidence

There is a great deal of evidence that bears on the issues raised in the last
section. It is organized in this section as follows. Section 3.1 considers
informal direct evidence about the nature of production. This kind of
evidence is not usually presented explicitly, but seems nonetheless to
play an important role in our willingness to consider different theoretical
models. Consider, for example, a model in which conventional physical
investment by one firm is assurned to have direct external effects on the
technologies of other firms. Most economists would not be willing to let
this kind of model even get near a body of data because it runs couriter to
all of our experience and understanding of the world. This first section is
designed to convince a skeptical reader that the alternative models con-
sidered in section 2 are worthy of an encounter with the data.

Ultimately, all the questions about the behavior of productivity reduce
to a question about the joint movements of capital and labor and about
elasticity of output with respect to these inputs. Section 3.2 considers
evidence from the United States on these issues, starting from a long his-
torical perspective at the aggregate level and working toward the present
and a more disaggregated level. One of the main conclusions to emerge
is that long time intervals may be necessary to disentangle the familiar
high-frequency fluctuations associated with business cycles from the
low-frequency movements considered here. Thus, the entire historical
record for the United States effectively offers only a few degrees of free-
dom for the relevant estimates.

All of the evidence considered for the United States could in principle
be repeated for other countries. To keep the task attempted here man-
ageable, only a partial extension along these lines is attempted. In this
paper, the only evidence from other countries that considers productiv-
ity at a disaggregated level relies on data collected by Robert Gordon
{described in Gordon 1985, 1986). He has collected wage and labor pro-
ductivity data for three regions, the United States, Japan, and an aggre-
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gate of European countries, all for the interval from 1961 to 1984. These
data have the advantage of distinguishing between manufacturing and
nonmanufacturing, but do not contain comparable capital stock esti-
mates. They are considered in section 3.3.

Returning to the aggregate level, there are two ways to expand the
available data: using longer time intervals or more countries. Because of
problems with the availability of data, these directions are mutually exciu-
sive and must be undertaken separately. Section 3.4 contains two separate
preliminary attempts in these directions, considering lodig-run evidence
from several countries using data from Maddison (1982), and cross-
sectional evidence from the largest possible collection of countries using
data after 1960 from Summers and Heston {1984).

3.1. INFORMAL EVIDENCE ON THE PLAUSIBILITY OF THE
ALTERNATIVE MODELS

The intuitive issues surrounding the Solow model are quite familiar and
need not be reviewed here. The idea that there are spillovers of knowl-
edge is apparently not controversial, and estimates from case studies
suggest that they can be fairly large.”

The idea that the rate of increase of productive knowledge is closely
tied to the rate of investiment in capital is more controversial. If by knowl-
edge one means progress in basic science, then surely this is wrong; but
basic science is probably not the appropriate index of productive knowl-
edge. For example, Nathan Rosenberg (1976, chap. 15) points out that
neither England nor the United States was a major center of basic science
at the time when each rose to a position of world prominence in produc-
tion. Similarly, the remarkable industrial performance of Japan in the
postwar era has not been matched by achievement in basic science.

Using long time series on patents and investment from four major in-
dustries—petroleum refining, papermaking, railroads, and farming—
Jacob Schmookler {1966) presents convincing evidence that invention is
in fact very closely associated with capital investment and that inventive
activity does indeed respond to the same kinds of economic incentives
that drive investment. To cite just two small parts of the large body of
evidence that he presents, Schmookler finds that there is a strong time-
series correlation between rates of patenting in areas that face different
technological opportunities but similar economic opportunities—for ex-
ample, track and nontrack patents for railroads, or sole-making and
leather-sewing patents for shoe manufacturing. More directly, there is a
strong correlation between the level of patenting and the level of invest-

;2;. See for example the estimates for the chemical industry in Bernstein and Nadiri (1986).
: :
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ment both over time and across industries. Patenting tends to follow in-
vestment, and the correlation with investment is stronger than that with
either the level of output in the industry or the general level of economic
activity.

Schmookler also points out that the much-noted pattern whereby in-
ventive activity in an industry follows a logistic time trend may be due to
declines in the economic value of patents rather than a decline in tech-
nological opportunities. Thus he concludes that patenting fell off in rail-
roads because of the arrival of highways and automobiles, not because of
technological depletion. He also cites the case of patents on horseshoes,
a simple piece of technology that dates from the second century. Patent-
able improvements in horseshoes continued in significant numbers up
until the 1920s, and peaked around 1900. If strong demand can induce
improvements in a 1700-year-old technology as simple as this, 1 find it
incredible that we have now exhausted the opportunities for techno-
logical improvement in areas like steam-electric generation or chemical
processing. Although the authors of careful case studies of these areas
would probably disagree (see Gordon 1983, and Baily and Chakrabarti
1985, respectively}, I suspect that a sharp reduction in demand growth
and a consequent reduction in the demand for capital investment may be
largely to blame in each case. (Note, incidentally, that while the laws of
thermodynamics place an absolute limit on the output of electricity per
unit of coal, they place no obvious limits on output per manhour or per
unit of capital.)

The informal evidence supporting a productive role for specialization
is pervasive. For example, the availability of specialized goods offers a
specific foundation for the vague agglomeration effects used to explain
the formation of cities. Producers and consumers may locate in cities not
so much to take advantage of external effects in the usual sense, but
rather to take advantage of goods and services that are not available else-
where. The disproportionate growth of cities like Mexico City may seem
mysterious until one considers the prospect of locating a small firm-—for
example, an economics department—somewhere in Mexico. In how
many other locations could one hope to purchase same-day service on
the photocopy machine, let alone the PC’s?

Wallis and North (1986) also provide evidence that is relevant on this
point. They provide estimates of the fraction of GNP that is devoted to
the execution of transactions. This involves estimating the resources
used in the “transaction” industries, such as wholesale and retail trade,
and banking, insurance, and real estate. It also involves estimates of the
costs of providing transaction services in the nontrangaction industries,
for example the costs of compensation to individuals who are engaged in
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purchasing inputs or supervising others. Their overall estimate is that the
transactions component has increased from 25 percent of GNP in 1870
to 45 percent in 1970. These kinds of figures are hard to explain without
recourse to some model with a growing number of specialized goods.

The idea that the level or rate of growth of wages might influence the
rate of innovation has been used to explain broad features of the histori-
cal behavior of productivity in the United States. First Rothbart (1946)
and Habakkuk (1962) argued that the availability of land in the United
States raised wages relative to those in Britain, and that this caused the
more rapid productivity growth observed in the United States. The basic
facts on which they and subsequent authors seem to agree are that both
wages and interest rates were higher in the United States, and that in
certain notable cases the level of fabor productivity in the United States
exceeded that in Britain, Most of the subsequent discussion of this issue
has focused on the theoretical assertion that an abundance of land is
capable of generating these results in a conventional model of factor sub-
stitution under constant returns to scale. Skepticism about the possibil-
ity of this result in a simple 2-sector, 3-factor model was expressed by
Temin (1966}; the most recent contribution to this debate is that the re-
sults might arise in a modet with 3 sectors and 4 factors {(James and Skin-
ner 1985}). Relatively little theoretical attention has apparently been
devoted to the suggestion made above, and described in verbal terms by
Habakkuk (1962, p. 49), that higher wages may have operated through
the incentive to invest in innovation and invention, and that these lead to
spillovers of knowledge.

Kendrick (1961) identifies an increase in the trend rate of productivity
growth in the years immediately following World War 1. This has aiso
been interpreted as a response to labor shortages and increased wages,
in this case brought on by restrictions on immigration.” Generalizing
from labor shortages to energy shortages, Maddison (1982, p. 34) identi-
fies two instances of what he labels the challenge-response mechanism.
Both of the early leaders in productivity, the Netherlands up to 1785 and
England from 1785 to 1890, had meager supplies of wood, the primary
energy input of the time. The Netherlands responded by using peat and
the English developed coal, in each case allegedly receiving a net benefit
because of the shortage of wood.

3.2. PRODUCTIVITY AND GROWTH IN THE UNITED STATES

Basic long-run data on productivity trends in the United States are illus-
trated in figure 1. Average annual growth rates for output per hour

22. See for example Oshima (1984).
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worked and for the labor force are given for successive twenty-year inter-
vals.® If the last observation were split into the separate decades of the
1960s and 1970s, the magnitude of the recent slowdown would be more
pronounced. The striking feature about this graph is the negative cor-
relation between the rate of growth of the labor force and the rate of
growth of output per hour worked. Since the growth of output per bour
worked equals the growth of output minus the growth in the labor force
{and in years after 1869, plus growth in unemployment and minus

23. Data for figure 1 were gathered from the following sources.
Cutput growth: 1839 to 1859, Gallman {1966); 1859 to 1869, Kuznets {1971); 1869 to
1889, Friedman and Schwartz (1982); 1889 to 1949, total private GNP, table A llL, Ken-
drick (1961); 1949 to 1979, Bureau of Labor Statistics, business sector output, Monthly
Labor Review, December 1983, 1986, Gallman collected data on an annual basis, but did
not report it in a form that can be used to calculate growth rates for the decades after
1859. Friedman and Schwartz had access to his annual worksheets and report those
numbers starting in 1869. Presumably Kuznets, who was Gallman's thesis supervisor,
did as well. For the years in which they overlap, Kuznets’ numbers are close to those
reparted by Gallman. After 1889, a measure of output that excludes the government is
used because government output is measured in terms of labor input, so productivity
figures for this sector are meaningless.
Labor force: 1840 to 1930, Lebergott {1966); 1929 to 1979, Economic Report of the Presi-
dent, 1984,
Hours worked: for 1840 to 1870, growth in hours worked is assumed to be the same as
growth in the labor force because no independent measures of unemployment and
average hours are available. From 1869 to 1949, private sector hours are taken from
table A.X, A X!, Kendrick (1961}, From 1949 to 1979, hours are from the BLS source
cited above.

Figure 1 PRODUCTIVITY AND LABOR FORCE MOVEMENTS
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growth in average hours worked), errors in measurement of growth in
the labor force could be partially responsible for this negative correla-
tion. However, labor force numbers based on census data should be a
relatively accurate historical series.** Moreover, an error on the order of
20 percent in the level of the labor force in a particular year would be
needed to induce a 1 percent error in a twenty-year growth rate,

Labor force movements are used here as an indication of exogenous
changes in labor supply. Although immigration in the eax'ily years may in
fact have varied somewhat with the growth of output, a labor force mea-
sure is presumably less sensitive than either unemployment or hours
worked to business cycle fluctuations. Since output and hours worked
move together almost one-for-one over business cycle fluctuations, the
negative correlation evident in this figure would be weaker if hours
worked had been used instead of the labor force.

For an economy on a steady-state growth path, the Solow model im-
plies that changes in the growth of the labor force should induce one-
for-one changes in the growth of output. Thus, if twenty-year data were
sufficient to represent steady-state growth (free of business cycle fluc-
tuations), output per hour worked would be independent of growth in
the Iabor force. In fact, what the data suggest is that labor productivity
responds quite negatively to increases in the labor force. If the assump-

24, For example, Weiss {1986) presents revisions of the Lebergott estimates of the level of
the labor force for the years 1840, 1850, and 1860 that differ from the original estimates
by less than 1 percent. ‘ .

!

Table 1 PRODUCTION FUNCTION ESTIMATES, DECADE DATA, 185%0s TO
1970s

Elasticity of output with respect to .

Exogenous
technological Hours Labor
change Capital worked force
1. 1.0t .32
(.29) {.53)
2. 95 .38
{.39) {.63)
3 20 .18 76
(6 (:31) (.37}
4. 21 .87 ~.64
9 {.31) {.66)

Note: Standard errors in parentheses. The basic equation is a regression of output growth rates on capi-
tat and one of two measures of growth rates for labor supply. Units are average annual {continuously
compoundad) percentage growth rates times 100, so the constant terms have units of percent per year,
For a description of the data, see the data footnote to figure 1,
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tion of steady-state growth is dropped, some negative relation would be
expected. For example, if Y = I'(1)K<l# with @ = .33 and 8 = .67,
and if changes in the rate of growth of K and T" are absent or at least un-
correlated with changes in L, one would expect a regression of ¥ ~ [
on [ to yield a coefficient of 8§ — 1 = ~0.33. In fact, if we use the non-
parametric Theil estimate for the slope of this relation in these data, the
estimate is ~.93 with a 93 percent confidence interval of (~1.51, —.46).%

Table 1 extends this observation with the use of capital stock data from
Kendrick (1961, table A.XV) starting in 1889. Even with data measured
over a single decade rather than two decades, this permits only a meager
9 data points. The table reports regression estimates of growth of output
on a constant, capital stock growth, and growth in two measures of la-
bor, the labor force and hours worked.

The conclusion that emerges from the table is that allowing for the si-
multaneous effects of capital and labor does not change the small esti-
mated coefficient on labor unless one is willing to allow for exogenous
technological change {that is, a constant term in the log difference equa-
tions), and use hours worked rather than the labor force as a measure of
{abor. The labor force measure is a worse measure of actual labor input,
but one that is symmetric with the measure used for capital. Even using
decade data, the cyclic variation of hours worked relative to the size of
the labor force is evident, especially during the 1930s.

The results in regression equation 3 in table 1 are similar to results typi-
cally reported for production estimates using annual data—a coefficient
ort capital that is insignificant and a coefficient on labor that is large and
significant. Table 2 reports a variety of production function estimates for
annual data from 1950 to 1984 for the private business sector. The out-
put, capital stock, and labor indices are those used by the BLS to con-
struct the official estimates of multifactor productivity. The capital stock
measure is a sensible Tornqvist aggregate and the output, capital, and
hours measures are constructed to have the same coverage. (See Mark
and Waldorf 1983, and Mark 1986, for details.)

Regression equation 1in table 2 yields results similar to those from table
1. If no exogenous trend is allowed, the coefficient on capital is close to 1
because the capital-output ratio has remained roughly constant, {Since

25. The Theil estimate for the parameter b in an equation of the form ¥=a+ bx+sis
the median of the ratios of the form {v, ~ w)i{x, ~ x,}. The estimator is distribution-
froe in the sense that the confidence interval for b is exact in finite samples regardless of
the distribution of the error terms, All that is required is that the errors be independent
and symmetric, It is possible 1o calculate exact confidence intervals only for specific
values, hence the use of a 93 percent interval instead of the usual 95 percent interval.
For details, see Hollander and Wolfe (1973). ’
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all variables have been transformed by taking logarithms, these coeffi-
cients can be interpreted as elasticities.) As is clear from the subsequent
estimates, this equation imposes restrictions that are not consistent with
the year-to-year fluctuations in capital, output, and hours worked. Equa-
tion 5 reports a more familiar production function type estimate using
annual data, a regression in differenced form of output growth rates on
growth rates of capital and hours worked. This reproduiges the usual re-
sult that the coefficient on hours worked is close to 1 and that on capital
insignificant (and negative), but it too imposes restrictions that the data

Table2 ANNUAL DATA, 19501984, PRIVATE BUSINESS SECTOR
A. Dependent variable: ¥

Trend  Y(-1) K K(-1) H H{-1) DW  5SR

. 95 ~15 55 .080
(.08) (-27)

2. 044 ~.48 42 34 050
(010} (.34) (.25)

3. 028 71 -7 53 139 021
07y (1) (2 (17)

4 009 60 147 -1.28 83 118 230 .00

(003 (08)  (36) (31 (08) (08
5. 042 10°  ~.60 60% 110 -L10* 107 00
{.012) {.34) (12)

“Restrictions imposed by using differenced data for this regression.
B. Dependent variable: K
k(-1 Y H(~1} ARl Dw S5R

6. 8 .14 20 .63 193 0003
(02) (02 (03) (14

**Estimated using iterative Cochrane-Crreutt.

C. Dependent variable: H
Teend  H{~1) Y Y(-1) K K{~1) DWW 85R

7. —007 121 94 -85  ~83 74 24 008
(003 (1) (.09) (06} (46) (.40)

Note: Standard errors are given in parentheses. DW is the Durbin-Watsorn statistic, S5R is the sum of
squared residuals, Trend is a linear time wend, Other variables ase the logarithims of the levels of output
(Y}, capital (K), and houss worked (H). The equations in pancls B and C are the result of a mechanical
procedure of excluding variables with | statistics less than 2, and, in the case of panel C, altowing for an
AR{1} disturbance {erm to remove the seriad correlation in the residuals, As noted in the texg, the sthee-
tural interpretation for all these equations is unclear.
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reject. The F statistic for a test of these restrictions is 36, with a 1% sig-
nificance level of 4.5.

It should not be surprising that production function regressions using
annual data yield estimates that are ambiguous. They cannot be justified
in the context of a model of business cycles that allows for productivity
shocks, serially correlated disturbances to output, or contemporaneous
feedback from output to investment and employment within a year. One
might just as well use capital or hours worked as the dependent variable
{as in panels B and C) and interpret the regression as an investment equa-
tion or an employment equation.

The difficulties in interpreting these kinds of estimates and giving them
a structural interpretation are well known. There is substantial disagree-
ment about the fundamental shocks that drive annual macroeconomic
data, so assertions about exogeneity are tenuous at best, Both the stock
of capital and hours of labor used may be subject to costs of adjustment,
0 measured inputs may not accurately reflect true inputs. Moreover, the
signal-to-noise ratio may simply be too low and the number of observa-
tions too few to permit any valid inferences about low-frequency ques-
tions. Indicative of this last difficulty is the fact that despite the entrance
of the baby-boom cohort into the labor force and the changes in labor
force participation by women during the 1970s, the size of the labor force
does not help to explain the behavior of hours worked. The labor force
variable is not significant in equation 7, and multicolinearity does not
seem to be the problem. Excluding the trend, the capital stock variables,
or both does not help.

Given these difficulties, there is very little that can be learned about
production functions using data like a post-war annual time series for a
single country. In principle, the problems of simuitaneity can be over-
come by using instrumental variables, but there is little hope that any
valid instruments exist. For long time series, filtering out business cycle
frequencies by averaging over long intervals may mitigate, but not en-
tirely remove, these problems.

These issues aside, the key difficulty with the official BLS data used
here is that they do not yet make an adjustment for changes in the
quality of labor; however, preliminary estimates of the effects of changes
in the sex ratio and levels of education and experience are available (Wal-
dorf, Kunze, Rosenblum, and Tannen 1986). Adjustments are made on
the basis of wage equations estimated using both the usual Census data
and detailed Social Security data on experience. Annual data for quality
adjustment are not made available, but the authors do present a table
showing that this adjustment increases effective labor force growth on
average by 0.26 percent per year from 1948 to 1973, 0.03 percent from
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1973 to 1979, and 0.48 percent from 1979 to 1984. Data reflecting these
adjustments are presented in table 3. Qlabor denotes labor hours cor-
rected for changes in quality.

Table 3 shows that if one splits the sample into equal thirds, the quality
adjustment makes very little difference. It also shows why one may be
forced into the view that something other than capital-related exter-
nalities and increasing returns are at work here. The rate of growth of the
capital stock does not vary much over this period. There is a fall in out-
put per urit of capital in the last period that arises primarily from the fall
in the rate of growth of output. This may partly reflect the cyclical down-
turns in 1975 and 1979-1982 that are contained in this period.” More
striking is the fall in labor productivity, measured either with or without
a correction for quality. Consistent with the long-run evidence presented
in figure 1, this fall in output per hour worked is the result of an increase
in hours worked that is not accompanied by an increase in output,

Figure 2 charts the behavior of labor productivity in manufacturing
using the BLS data. It plots the logarithm of labor productivity and the
predicted values based on a regression with a constant and a linear
trend. It documents the observation made in the introduction that there
is no evidence whatsoever of a secular slowdown in labor productivity
in this sector. Consistent with the emphasis placed here on the rate of
growth of labor, this sector did not experience an increase in the growﬂ’}
3 AR t
i26. I have intentionally divided the interval here into three equal parts rather than follow

the usual practice of measuring rates of change from business cycle peak-to-peak, This
practice would be fine if business cycles were like sine waves, In fact, the chaice of
peaks is subjective—~is 1982 a peak oy not? The peak-to-peak method tends to exagge-
rate the slowdown in the last interval measured, which is aimost always not itself a
peak. It may offer the misleading impression that the statistics so generated are not sub-

ject to stochastic variation because of business cycle fluctuations. Finally, Darby (1984)
has argued that price controls make the magnitude of the peak in 1973 suspect. |

‘ P o
Table3 AVERAGE ANNUAL PERCENTAGE RATES OF CHANGE
1948-84 1948-60 1960-72 1972-84

’
H

Private business sector

Qutput 3.2 3.1 3.8 2.6
Inputs: Qlabor 1.2 0.4 1.3 1.8

Labor 0.9 0.1 1.0 1.6

Capital 35 3l 3.7 3.5
QOutput per unit Qlabor 2.0 2.8 2.5 0.7
Output per unit fabor 2.3 3.0 2.8 1.0
Cutput per unit capital ~0.3 0.0 0.1 -1.0

Nate: Qlabor denotes labor adjusted for changes in quality.
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of hours worked in the most recent period. The increase was concen-
trated entirely in nonmanufacturing.

Previous authors have noted that the three sectors in nonmanufactur-
ing that experienced the largest slowdown in labor productivity are con-
struction, mining, and utilities.” However, since these sectors account
for only 13 percent of private business sector GNP by 1984, much of the
explanation for the slowdown must e elsewhere. Figure 3 plots the
Jogarithm of the level of output, full-time-equivalent workers, and pro-
ductivity for an aggregrate service sector consisting of wholesale trade,
retail trade, FIRE {financial institutions, insurance, and real estate), and
the NIA service sector,® with the initial value set in each case equal to
zero. Thus, slopes in the graph can be interpreted as rates of change.
These sectors accounted for 41 percent of private business sector GNP in
1948 and 52 percent in 1984. The previously noted correlation between
the labor productivity stowdown and the increased growth in the labor
force now stands out unmistakably. This also suggests a substantial revi-
sion in the estimated start of the slowdown, pushing it back to 1964.
Taking 1964 as a break point, the 1.7 percent slowdown in the annual
Jabor preductivity growth rate can be attributed to a 1.5 percent increase
in the annual rate of growth of employment (from 2 percent to 3.5 per-

27. See Allen (1985), Nordhaus (1982), and Gorden {1983) for discussions of these sectors.
?8. The data are taken from National Income Account tables 6.2 and 6.7B.

Figure 2 LABOR PRODUCTIVITY IN MANUFACTURING
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cent per year) and a fall of 0.2 percent in the rate of growth of output. A"

most, only a part of the failure of output growth to keep up with em-
ployment growth can be attributed to cyclical effects. In a comparison of
the intervals 1948-1964 and 1964-1973, a slowdown of 1.2 percent can
be attributed to an increase in the growth rate of employment of 1.5 per-
cent and an increase in the rate of growth of output of 0.3 percent.”

3.3. RECENT EVIDENCE FROM EUROPE AND JAPAN

Figure 4 presents data on wages and on output per hour for an aggregate
of European countries. Like figure 3, it plots the logarithm of the lev-
els of the variables, each with an initial value set to zero. There is evi-
dence of a fall in the rate of labor productivity growth in both manufac-
turing and nonmanufacturing, which presumably is at least partially the
result of macroeconomic performance in the years after the oil shock;
nonetheless, the rates of productivity growth remain high by U.5. stan-
dards. For example, from 1973 to 1984, productivity growth in non-
manufacturing averaged 2.2 percent per year; in manufacturing it was

29. As noted above, Darby {1984) argues that the price controls lead to an underestimate of
inflation in 1973 and an overestimate of productivity and output growth. In the com-
parison here, using 1973 gives an upper bound to the possible effects of business
cycles, allocating as much of the slowdown as possible to the cyclical effects. If Darby is
right, the aliowance for eydlical effects given in the text is an overestimate.

Figure 3 WHOLESALE, RETAIL, SERVICES, FIRE
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Figure 4 EUROPE: WAGES, QUTPUT PER HOUR
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Figure 6 MANUFACT URING TOTAL HOURS
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3.7 percent per year. Relative to the United States, wage growth in both
sectors has continued to be robust.

Figure 5 gives similar results for Japan. Note that the vertical scale here
(measured in logarithms) is 2.5 times that for Europe. The evidence of a
productivity slowdown in nonmanufacturing after 1973 for Japan is
more pronounced than for Europe, but growth in this sector still aver-
aged 1.1 percent per year in the post-1973 period. Productivity growth
in manufacturing over this period averaged 6.4 percent.

Figures 6 and 7 compare the growth in total hours in manufacturing
and nonmanufacturing respectively for the three regions. In general the
negative correlation between productivity and wages on the one hand
and growth in total hours on the other is confirmed. Hours have grown
relatively quickly in nonmanufacturing in the United States for the entire
period and in Japan since 1975. Hours have fallen in Europe in both sec-
tors. The negative association between hours growth and productivity
growth fails only for Japanese manufacturing. For example, both were
higher before 1967 than after 1974,

The behavior of manufacturing productivity in the early period may
reflect the extremely high rates of capital accumulation that took place in
Japan in the 1960s. Without detailed sector-specific capital stock esti-
mates this cannot be verified conclusively, but the following evidence is
suggestive. Maddison (1982, table D11} reports that the stock of net non-
residential, fixed tangible capital increased at the rate of 11 percent per
year from 1960 to 1973. From 1973 to 1978 it grew at the rate of 5 percent.
If these rates are representative of rates of accumulation in manufactur-
ing, this might be sufficient to explain the growth in wages in the early
period, especially if the output elasticity of capital is truly on the order
of 1 instead of 0.25.

3.4. LONGER TIME INTERVALS AND MORE COUNTRIES

At the aggregate level the rough growth accounting calcuiation suggested
for Japan in the last paragraph can be carried out formally and extended
to other countries. Data from Maddison on cross country rates of growth
and accumulation of capital are presented in figure 8. Letters refer to
individual countries as follows: C, Canada; E, United States; F, France;
G, Germany; |, Italy; ], Japan; K, United Kingdom. The numbers refer to
the following time periods: 1, 1770-1870; 2, 1870-1913; 3, 1913-1950; 4,
1950-1979. The sample is limited by the availability of capital stock data.
The results from section 3.2 suggesting that capital and output move to-
gether one-for-one over long time intervals is strongly confirmed for this
set of countries,

Regression results show that allowing for variation in hours does not
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change this impression. Equation (18) reports the result of regressing the
observed growth rate for output, Y, on a constant, the growth rate of
capital, K, and the growth rate for hours, H. Standard errors are given in
parentheses; o reports the standard error of the regression. The basic
data are in average annual growth rates, times 100, so the standard error
o has the interpretation of 0.6 percent per year.

Y=02+.87K+ .04H,0=06 (18
(003) (.08) (.18)

it is useful to recall the theoretical results from section 2 at this point
and consider what assumptions are needed to explain these results
using the neoclassical model. These results are not consistent with
the usual explanation whereby countries with low levels of capital per
worker grow faster as they accumulate capital and approach the steady-
state growth path. As shown by equation 3 from section 2.1, this expla-
nation implies that the regression coefficient of output growth on capital
growth, which is essentially the same as the slope in figure 8, should be
&, on the order of ¥ to YA, In fact it is close fo 1. The calculations given in
secton 2.1 also show that the kind of mismeasurement of quality change
inherent in a model of embodied technological change is unlikely to be
large encugh to explain these results,

Figure 8 CAPITAL AND GNP GROWTH
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The only way to explain these results is to suggest that those countries
that grew fast were those with high rates of exogenous technological
change. One would expect a higher rate of technical change v, to be ac-
companied by a higher rate of capital accumulation under the steady-
state result described in section 2.1, K = Y — L = /(1 ~ «). How-
ever, the theoretical results of Sato (1963) suggest that the adjustment of
K to changes in y might be slow, and the data from the United States cast
doubt on the idea that capital accumulation rates responded much at all
to exogenous movements in L over twenty-year intervals. An explana-
tion based on variation in y needs a complete response of capital accu-
mulation to changes in y to be able to generate a coefficient on capital
equal to 1.

In addition, the implied differences in the rate of growth of techno-
logical change across countries seem implausibly high. For example, the
growth rate of capital in Japan from 1950 to 1979 was 8.3 percent per
year, in England during the same interval, 3.2 percent per year. If
« = Y, this implies a difference in the exogenous rate of technological
change of more than (%)5 percent = 3.3 percent per year over a twenty-
nine-year period. Thus, if Japan had accumulated capital at the same rate
as England, exogenous technological change would cause income in
Japan to increase by a factor of roughly 5.4 = 1.06”, as compared to
the increase of 2.4 = 1.03” actually achieved in England. Or stated the
other way, even if Britain had invested in physical capital at the same rate
as the Japanese, the neoclassical model implies that Britain would still
have grown at a rate that was slower by 3 percent per year.

Figure 9 carries the international comparison of growth rates to the
broadest possible context, offering comparisons of per capita income for
115 countries with market economies using the data from Summers and
Heston (1984). Data for the full sample are available only from 1960 on. If
the cross-sectional version of the Solow model is correct, diminishing
marginal productivity should cause countries with low per capita capital
to grow faster, converging to the level of the worldwide leader. Figure 9
plots a comparison of growth rates after 1960 against the ratio of per cap-
ita income in 1960 to per capita income in the United States. If conver-
gence were a widespread phenomenon, this plot should show evidence
of a downward slope. No such evidence is present.

The neoclassical theory predicts that low capital countries should
catch up because (1) higher interest rates should induce higher domestic
savings, (2) higher rates should attract foreign investment, and (3) the
marginal productivity of a unit of invested capital is higher. Variation in
government policy could easily thwart either of the first two effects from

e
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operating, but it is possible to offer an indirect test for the third effect *
that is independent of the other two.

The Summers and Heston data include estimates of population and
the share of GNP devoted to investment in each year, but not any direct
capital stock measures. If output takes the form Y(t) = T'{)K(t)=L(t)' -«
and we use the identifying assumption that the rate of change of technol-
ogy is the same in all countries, the correct way to estimate the parameter
ais to regress Y on a constant, K, and L. Since the gross rate of investment
as a fraction of total output is observed, but the stock of capital is not, this
cannot be done directly. If there were separate observations on the capital-
output ratio for each country, this would be sufficient to infer K. These
data are not available, but provided that one is willing to assume that the
level of the technology ['(#) is the same in all countries, an indirect esti-
mate of Y/K is possible.

The ratio Y/K is given as a function of the capital-labor ratio,

%2— =T [ﬂt (19)

Per capita output is also a function of this ratio,

Figure 9 115 COUNTRIES, SUMMERS AND HESTON
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{- =T [%] (20)

Solving for the capital-output ratic as a function of output per capita,
yields

o~ 1
X = pe [—H “. @

Letting i denote the ratio of gross investment to output, and letting 8
denote the rate of depreciation, the derived expression for K is

. Y a1
K= ilve [f] "o~ 8 (22)
Substituting this into the usual growth accounting equation leads to the

nonlinear equation

o ~ 1

Y=1 —ab+ (1 ~ o)l + ial-te [{—] « . (23)

One should not have much faith in the reliability of this equation. lts
only defense is that it presumably is an improvement over the more com-
mon regression of Y on i (and possibly other variables) because it allows
for some possibility that diminishing returns causes investment 1 to have
a larger effect in a country with low per capita income (and hence pre-
sumably low per capita capital).

The growth rates Y and L were calculated for the interval for which all
countries had data, 1960 to 1981. To minimize simultaneity problems,
the values for Y and L were taken to be the values in 1960, denoted here
as Y, and L_.* The investment fraction i = /Y was taken to be the
arithmetic average of the values for i for the twenty-one years of data.

The equation actually estimated is

wy - 1

Y i
Y=a+(1-a)l+bi Lw] @ L+ e (24)

30. Measurement estor in the level of Yy or Ly would tend to introduce a spurious nega-
tive correlation between growth rates and the initial fevel of per capita income. Since
this negative refation is not abserved in the data, this cannot be the major source of
variation across countries.
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The parameters a, and a, were estimated separately to test the restric-

tion that they are in fact equal. Similarly, the term L, raised to the ex-
ponent ¢ was added as a test of the restriction that the exponenton Lgis
the negative of the exponent on Y. The disturbance term was assumed
to be independent and normally distributed with standard deviation o,
and the equation was estimated using maximum likelihood. Under the
assumptions of the neoclassical model, the restrictions are that the co-
efficients a; and «, should be the same and the exponent ¢ on L, should
be zero. The estimate of « should be on the order of Vi to Vs

The results of constrained and unconstrained estimates are reported
in table 4. As above, the units of ¥ and L are annual average percentage
rates of growth times 100. Since Y, and L, were measured as indices,
there is no obvious interpretation for the coefficient b. In the table, miss-
\ing parameter estimates indicate that the relevant restriction has been
imposed.

For an equation based on such crude assumptions and applied to the
set of all market economies in the world, the results are surprisingly rea-
sonable and fairly consistent with the previous results. In particular, the
capital elasticity is precisely estimated and is much larger than %.

Since each country is given equal weight in this sample, it is weighted
heavily toward countries with very low levels of per capita capital and
income. {The mean of the ratio of per capita income in each country to
that in the United States is around 0.25.) The evidence from these coun-
tries suggests the following qualifications for the conclusions drawn
from developed countries. First, considered over values of the per capita
capital ranging from those for Bangladesh to those for the United States,
the elasticity of output with respect to capital appears to be closer t0 0.75
than 1. Thus, there is some evidence of diminishing returns, that the

Table ¢ COEFFICIENT ESTIMATES FOR 115 MARKET ECONOMIES,
1960-1981

Log
a o b a, c o likelihood
-.27 ' 51 12.0 77 Kil 1.5 538.6
{74) (.23} (2.3) (.04) (-02)
~.24 .5t 11.5 77 1.5 538.5
{.74) (23) {1.9) (.04)
35 74 10.2 1.5 537.7
{-47) {.03) (1.8)

Note: Standard errors in parentheses. See text for equation.
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marginal product of capital may indeed be higher in the least developed
countries. However, even in this sample, the diminishing returns are not
nearly as large as the conventional estimates suggest. Second, there is
weak evidence that the elasticity of output with respect to labor may be
larger than previous estimates suggest. The unrestricted estimate is on
the order of 0.5, but it is not precisely estimated.

4. Conclusions

As outlined in the introduction, the tentative conclusion 1 draw from
this exercise is that the appropriate growth accounting equationis Y =
aK + BL, with values for a likely to fall in the range 0.7 to 1.0, and val-
ues for A likely to fall in the range 0.1 to 0.3, with values possibly as large
as 0.5. For developed countries, higher values for a and lower values for
B may be more likely.

For the explanation of the productivity puzzle, the key implication of
this revised interpretation of growth accounting is that an increase in the
rate of growth of labor will be accompanied by a fall in the rate of growth
of labor productivity. This may explain the productivity slowdown in the
United States since the 1960s. It may also help explain international com-
parisons of productivity growth rates, although in cases such as Japan
during the 1960s, differences in capital accumulation must also have
played a role.

The policy implications of this view are too numerous to be detailed
here and deserve a separate treatment. But since policy is ultimately
what is at stake, it may be useful to indicate how radically these alterna-
tives may challenge conventional presumptions. For example, there may
be a rationale behind the policies followed in Europe to reduce total
hours worked and to keep wage growth rates high, although it has had
undeniable social and distributional costs. Perhaps we should take more
seriously the European view noted in Mairesse (1982) that there is a
trade-off between productivity growth and unemployment.

Or, if the divergence between the social and private rates of return on
capital is anywhere near as large as suggested here, what matters most
for national wealth is investment, not savings. Holding constant the level
of consumption (and this caveat is essential) the advantages of being a
net foreign debtor are enormous; we should be running as deep a trade
deficit as possible for as long as we can get away with it. According to
Maddison, by the time that each was surpassed as a world leader in pro-
ductivity, the Netherlands had accumulated net foreign assets of over
3 times GDP, the U.K. assets totaling roughly 1.5 times GDP. Had the
United States accumulated net foreign assets of this magnitude, divert-

i



Productivity Slowdown - 19&?

ing domestic investment abroad, it too may have been surpassed by a
new borrowing country. So perhaps, because of recent economic poli-
cies, the United States really is back, standing tall, rapidly accumulating
foreign debt.
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