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ABSTRACT

| develop a novel view of the trade frictions between rich podr countries by arguing that to reconcile
bilateral trade volumes and price data within a standardityranodel, the trade frictions between rich
and poor countries must be systematically asymmetric, pothr countries facing higher costs to export
relative to rich countries. | provide a method to model thasgmmetries and demonstrate the merits
of my approach relative to alternatives in the trade lite@t | then argue that these trade frictions are
guantitatively important to understanding the large défees in standards of living and total factor
productivity across countries.
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[. Introduction

Standards of living between the richest and poorest camtiiffer by more than a factor of 30. A

large literature has evolved that attempts to explain the$ Within the context of a standard (closed-
economy) neoclassical growth model. The consensus is thysiqal and human capital accounts for
only 50 percent of the variation in income per worker; the regproductivity differences. Given this

finding, a growing literature has attempted to understamdvarious frictions result in large differences
in measured productivity across countries.

In this paper, | develop a novel view of the frictions to trdmween rich and poor countries by arguing
that to reconcile bilateral trade volumes and price dathiwd standard gravity model, the trade frictions
between rich and poor countries must be systematically astnc, with poor countries facing higher

costs to export relative to rich countries. | then argue thase frictions to trade are quantitatively
important to understanding why standards of living and messtotal factor productivity between the

richest and poorest countries differ by so much.

The starting point of my analysis is a multicountry modelraitde combining a standard gravity model
with elements from a neoclassical growth model. Each cguras two sectors: a tradable goods sector
and a final goods sector, both with constant returns techiedo Labor, capital, and tradable goods
are used as factors of production. In the tradable goodsrstwre is a continuum of goods. As in
Dornbusch, Fischer and Samuelson (1977), production téobies differ across goods on the continuum
only in their productivity levels. As in Eaton and Kortum (), productivity levels are treated as random
variables drawn from a parameterized distribution. Eadmnty’s distribution differs in its average
productivity level. Trades occur only within intermediateods, which are purchased from the country
with the lowest price that includes “iceberg” costs to tradkee final goods sector produces a nontraded
consumption good with a technology common to all countries.

Within this framework, | first ask: What trade costs betweieh eand poor countries are necessary to
reconcile bilateral trade volumes and aggregate price’det@ building block to answering this question
is a relationship in the model between the degree of reldtorae bias, relative bilateral trade shares,
relative prices, and relative trade costs. The first threeohservable, whereas trade costs are not. Thus,
| use data and the structure of the model to infer relativeeti@osts between country pairs. In the data,
home bias and relative prices for tradable goods do not gastaongly with income per worker, yet
relative bilateral trade shares do. In the model, thesereaiske are monotonically related to trade costs,
thus trade costs must covary with income per worker suchpthat countries face higher costs to export
relative to rich countries.

| propose a simple approach to model this asymmetry thaheethe parsimony of estimable log-linear
gravity equations. The idea is to allow trade costs to vamtiogent upon the exporter. To illustrate
this idea, consider the following facts and how the modelhnigy to fit it. The U.S. import share from



Japan is larger than its import share from Senegal. Yet lagthrds and Senegal’s import shares from the
United States are similar. In the model, a country importargdr share from countries able to supply
goods at lower prices relative to domestic producers. Twtofa influence the prices at which a country
can supply goods: (i) the trade cost to export and (ii) the elstia unit cost of the goods. These are the
free parameters picked to fit the trade data.

To fit these facts the result is that (i) Japan’s cost to exjgotthe United States is lower than Senegal’s
and (ii) the countries’ domestic unit costs are similar. UReg) reconciles differences in the United
States’ import share across the two countries. Resulie@dmciles Japan’s and Senegal’s similar import
shares from the United States because their cost to produseddically and to import from the United
States are the same. This result is important because thesticranit cost function determines (approx-
imately) the aggregate price of tradables in each couningesmost goods are purchased from home
in the data and in the model. Thus, the model-implied prickaafable goods is similar between Japan
and Senegal—consistent with the data. Furthermore, | &lee $iow the model correctly predicts the
observed differences in income per worker across countities using this approach.

These arguments contribute to the gravity literature beeauevious approaches have difficulties fitting
bilateral trade volumes and/or price data when rich and poontries are included in the analysis. Stan-
dard approaches to modeling trade costs usually assuméhtdyatre symmetric. For example, trade
costs are assumed to be some function of distance, sharddrplanguage, colonial relationship, and
so on—all symmetrié. The merits of my approach can be seen by comparing my modsli/do fit
bilateral trade volumes relative to standard approachgsapproach has aR? that is 36 percent higher
than standard approaches.

An exception is Eaton and Kortum (2001, 2002), which allovasi¢ costs to vary contingent upon the
importer. This approach fits the trade data as well as my agproBut this approach also generates
counterfactual implications relative to data on the aggregrice of tradables. To see this, consider how
the approach of Eaton and Kortum (2001, 2002) reconcilefatti¢hat the U.S. import share from Japan
is larger than its import share from Senegal. The only wayetwmncile this fact is if Japan’s domestic
unit cost is lower than Senegal’s because the U.S. cost torinimm Japan and Senegal must be the
same given the restrictions imposed. Because of the re&dtip between the domestic unit cost function
and the aggregate price of tradables, this implies thatnJsipauld have a lower price of tradables than
Senegal, which is inconsistent with the data. Finally, lildd@mphasize that my arguments are equally
applicable to alternative structural gravity models sushAaderson and van Wincoop (2003) with no
firm heterogeneity, or variants of Melitz (2003) with fixedst®@and Pareto distributed productivity; thus,
my arguments may be interpreted more generally.

With a model that can reconcile salient features of the ddkeen ask: If trade costs changed, then how
would cross-country income differences charfgk®this paper, | focus on two counterfactual exercises

LFor examples, see Anderson and van Wincoop’s (2004) sufviysditerature.
20ther papers have studied the welfare consequences afifigab trade in similar models of trade, e.g., Eaton andufort
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that emphasize the quantitative importance of the systemsymmetry in trade frictions. In one experi-
ment, trade costs are set so that two countries both faceitiiaom calibrated trade costs between them.
Given the systematic asymmetry in trade costs, the premibai costs above this minimum reflect some
extra distortion one country faces while the other does aad, that these distortions, unlike distance,
are not natural. In this experiment, providing countriethv@qual market access reduces cross-country
income differences by up to 31 percent. In the second exgeitichendow all countries with the same
effective trade costs that OECD countries face among theeseThe premise here is that the costs to
trade between OECD countries are relatively closer to fr@detthan the entire sample. In this experi-
ment, cross-country income differences are reduced by @ fwercent. In all these cases, the reduction
in income differences comes from the reallocation of goadslpction across countries according to
comparative advantage.

To put these two exercises in context, consider their impaative to either a complete elimination of

trade costs or a move to autarky. Eliminating the asymmetnyaving toward OECD trade costs delivers
59 and 41 percent of the reduction in income differencedivel#o complete elimination of trade costs.

Or at the other extreme, increasing trade costs so thecetrade changes income differences little. The
systematic asymmetry in trade costs is so punitive that vergat takes the economy from basically

autarky to over 50 percent of the way relative to frictioslasde.

These arguments contribute to the macro-developmenatitex by demonstrating the quantitative im-
portance of trade frictions for economic development. Kierand Rodriguez-Clare (1997), Hall and
Jones (1999), Parente and Prescott (2002), and Caselb)20€ examples that find cross-country in-
come differences mostly result from differences in totatda productivity. With this well-established
fact, the literature has moved toward a focus on how varincisdns affect measured total factor produc-
tivity.3 In this model, measured total factor productivity is endemes and depends upon the pattern of
trade and, hence, trade costs. | demonstrate that reds@tidrade costs are quantitatively important to
reducing differences in measured total factor produgtiaitd, hence, cross-country income differences
by allowing for specialization via comparative advantagemittedly, my counterfactual exercises are
abstract because | follow the gravity literature and usentbelel and trade data to infer trade fictions.
However, my arguments suggest some component of theserfigas not related to natural trade barriers,
and this component is quantitatively important to underditag why standards of living and measured
total factor productivity between the richest and pooresintries differ by so much.

(2002) for OECD countries and Alvarez and Lucas (2007) fargdr set of developed and undeveloped countries. Redding
and Venables (2004) study similar questions in a structacalel of economic geography. My paper’s contribution isa ne
view of the trade frictions between rich and poor countrieg tan simultaneously reconcile both trade flows and ptieas
previous approaches cannot. Further, | argue that the asymiencomponent is quantitatively important to understagd
cross-country income differences.

3See Lagos (2006) on labor market frictions; Hsieh and Kle(@807a) and Restuccia and Rogerson (2008), which focus
on distortions between establishments within a countryngsuVentura and Yi (2008) study size-dependent policies; a
Burstein and Monge-Naranjo (2009) focus on barriers toifordirect investment.



[I. The Model

Consider a world witiN countries. Each country has two sectors: a tradable goatisrsend a final
goods sector. Only tradable goods are traded. Within eashtoa, there is a measure of consumers
Each consumer has one unit of time supplied inelasticalthendomestic labor market, and each is en-
dowed with capital supplied to the domestic capital marketthermore, each consumer has preferences
only over the final good, which is nontraded. In the followiayj variables are normalized relative to the
labor endowment in countiy

A. Tradable Goods Sector

As in Dornbusch et al. (1977), there is a continuum of traelglods indexed by € [0, 1]. To produce
quantitym(x) in countryi, capitalk;, laborn;, and the aggregate tradable gapdire combined by the
following nested Cobb-Douglas production function:

m (x) = z(x) " k)PP,

Across goods, production technologies differ only in their productivi (x)—e. Power termsx, 8, and
6 are common to all countri€s The representative firm’s problem in countrig to minimize the cost
of supplyingmi(x) by choosing capital, labor, and the aggregate tradable,ggeen factor pricest;,
wi, andp;. All firms in countryi have access to the technology for any gaawdith the efficiency level

z(x)~°.

Individual tradable goods are aggregated according toradatd symmetric Dixit-Stiglitz technology
producing the aggregate tradable good with elasticity béstutionn > 0:

n

Qi = Uolm(x)n”ldx} "

Firms in this sector simply have the problem of supplyga@t minimum cost by purchasing tradable
goodsm(x) from the lowest cost producer across all countries.

1. How Does Trade Occur?

Trade occurs in the following manner. A firm producing theraggte tradable good imports each good
from the lowest cost producer across all countries. Thre®ifa influence which country is the lowest

41t is worthwhile to contrast the use of tradable goods heta tie model of Yi (2003) in which there are two stages of
production. Individual goods in the first stage of production are used directly in the sdcginge of production and then
aggregated. It is this mechanism that is important for gtativiely explaining the growth in world trade.



cost producer: (i) factor pricesv,r, p), (ii) trade costs between countries (see below), and @iodglevel
productivityz . Factor prices are determined in equilibrium. Trade costseaogenous. Good-level
productivity is modeled as an idiosyncratic random vagabiawn from an exogenously given country-
specific distribution as in Eaton and Kortum (2002).

Modeling productivity this way is particularly conveniefor example, consider two identical countries.
Ex ante, there is no incentive to trade, but ex post—afteare assigned (randomly) to each good—there
is. Because of the luck of the draw, one country will be re&si more productive than the other country
(and vice versa) at producing different goods, and henae ikeoom for trad€. Given the appropriate
distributional assumptions on good-level productivitglotilating aggregate trade flows between coun-
tries boils down to calculating some probability statistiBelow | discuss the benchmark distributional
assumptions.

2. The Distribution of Productivity Across Goods

| follow Alvarez and Lucas (2007) and assume théx) is distributed independently and exponentially
with parameter); differing across countries. Because good-level proditgtis z ¢, this formulation
is equivalent to a Type Il extreme value distribution ordfrét distribution used by Eaton and Kortum
(2002)® The A;s and@ play the following roles regarding the distribution of ptmdivity across goods:

Ai governs each country’s average productivity level. Onegtaw that each country’s mean produc-
tivity is proportional toA?, with the constant of proportionality not depending upoa ¢ountry. So a
country with a relatively largek; is, on average, more efficient at producing all tradable good

6 controls the dispersion of efficiency levels. Mechaniga#iylarger (smallerp yields more (less)
variation in efficiency levels relative to the mean. Retagto the discussion above, 8sincreases
(decreases), it increases (decreases) the likelihoothiatroductivity of the two countries at producing
the same good will be different, thus yielding more (lessgimtives to trade. In this sengegcontrols the
degree of comparative advantage.

B. Final Goods Sector

In each country, a representative firm produces a homogsergmad that is nontraded. Each firm has
access to the following nested Cobb-Douglas productiontfon combining capital, labor, and the ag-

SThere is evidence that productivity within narrowly defirsstttors can vary significantly even across developed desntr
for idiosyncratic reasons. See Baily and Gersbach (199%bjl@associated studies of the McKinsey Global Institute.

SKortum (1997) shows how a model of innovation and diffusiomsistent with balanced growth can give rise to this
distribution. Appendix discusses results from alternative distributional asgiong.

5



gregate tradable good:
%= [k,

Factor shareqy andy, are the same across countries. The representative firotdgon is to minimize
the cost of producing;, at price p%’, by selecting the amount of capital, labor, and aggregatatile
good, taking prices as given. Recall that each consumerreésrences only over this good.

C. Trade Costs

To model trade costs, the standard iceberg assumption is,madT;j > 1 of goodx must be shipped
from countryj for one unit to arrive in countryin which (tj; — 1) “melts away” in transit. Trade costs
are thought to be composed of both policy and nonpolicyedl&iarriers. In additiorg;; is normalized
to equal one for each country.

D. Equilibrium

A competitive equilibrium is characterized by a set of aditian rules, prices, and trade shares. The most
important objects are the functions that determine theeggde price of tradable goods, trade shares, and
wages from which all other equilibrium objects are deteedinThese three functions also provide the
basis for the mapping between the data and the model, asdextthroughout the rest of the paper.

Allocation Rules: With Cobb-Douglas production technologies, it is straigiward to show that a
fraction y of capital, labor, ang3 of the aggregate tradable good are allocated toward the doads
sector.

Price Index: Each country faces the following price of tradable goodsefrh country:
N g 1op), 1% |
_ o _
j

whereY is a collection of constants.

Trade Shares: Xj is countryi’s expenditure share on goods from counjryt is also the fraction of all
goods that countriyimports from countryj. Since there is a continuum of goods, computing this fractio
boils down to finding the probability that countjyis the low-cost supplier to countiygiven the joint
distribution of efficiency levels, prices, and trade costsany goodk. The expression for a trade share
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Note that the sum acrogdor a fixedi must add up to one.

Wages: An equilibrium wage vector is computed given trade sharekimaposing balanced trade. Im-
ports are defined as

N
Imports= L; piq ;Xij,
IEal

which is the total value of all goods that countrygonsumes from abroad. Similarly, exports are defined
as

N
Exports= ;inl_jquj,
| i

which is the total value of all goods that countries abroadipase from country.

Imposing balanced trade and including each courdgrgonsumption of goods produced at home implies
the following relationship must hold,

N N
Lipigi ) Xij = > LjpjdjXji,
=1 =1

which says the aggregate value of tradable goods purchgsamlintryi is equal to the value of tradable
goods allN countries purchase from country

Using the observation that each country allocdtes y) of capital and labor to the production of the
tradable goods sector and the relationship between faatonents and total revenue (see Alvarez and
Lucas (2007)), the equilibrium wage rate for each counisy

N L]
W o= jzlfinin- 3)

At this point, the three key pieces of the model have beewegriEquation) describes the equilibrium
price of tradable goods, equatio?) (describes the share of goods countries purchase from e¢heh o
and equation3) describes the equilibrium wage rate for each country. Fioese functions, all other
prices and quantities are determined and an equilibriurstcocted.



[Il. Trade Data, Price Data, and Model = Asymmetric Trade Costs

In the model, a country is a labor endowment, capital endavtytechnology parametr, and collection
trade costg;j. The first two | can observe, the last two | cannot. Here, | hgentodel and some data
to understand the structure of trade costs across coun8iaadard approaches to modeling trade costs
usually assume they are symmetric, i.e., some function sihdce, shared border, language, colonial
relationship, and so on—all symmetric. In this section,dwlthat when price data are brought into the
analysis, the model-implied trade costs systematicalyatie from symmetry by covarying with level of
development.

A. Trade Data

As a benchmark, | consider the model year to be 198&venty-seven countries are in the sample and
represent over 90 percent of world GDP in 1996. | assume hiearddable goods sector corresponds to
manufacture§. | constructed trade shareg; following Eaton and Kortum (2002) and Bernard, Eaton,

Jensen and Kortum (2003) in the following manner:

Imports;
Gross Mfg. Productign- Total Exports+ Imports’

N
Xi = 1—;Xij-

In the numerator is the aggregate value of manufacturedggtiad countryi imports from countryj.
These data are from Feenstra, Lipsey and Bowen (1997), andfawdures are defined to be the aggre-
gate across all 34 BEA manufacturing industries. In the denator is gross manufacturing production
minus total manufactured exports (for the whole world) phaufactured imports (for only the sample).
Basically, this is simply computing an expenditure sharélibiding the value of inputs consumed coun-

Xij =

try i imported from countryj divided by the total value of inputs in countryGross manufacturing data
are from either UNIDO, OECD, or imputed from value added diaten the World Bank.

Tablel presents a matrix of trade shares for selected countrieswAlenotes the exporting country, and
a column denotes the importing country. Note two importeattres:

"l also considered data from 1985, and all the results aretiatrely consistent with the results discussed througioe
paper. Details are available upon request.

8This is a simplification, but it is reasonable as a first-or@eproximation to reality because, for all countries in the
sample, this represents on average 80 percent of all matidegamports; the median is 94 percent. The more relevant
concern is whether there is a systematic bias in the amourdaaé not included and level of development. | considered th
by regressing the percent of trade not included on a bilbbasis on income level of importer and exporter. There isgis|
relationship between the difference in income per workamgforting and exporting countries and the amount of trade no
included; however, the magnitude is negligible.



Table 1: 1996 Trade Sharesx;; in Percent for Selected Countries

U.S. Can. JapanMexico China Senegal Malawi Zaire
U.sS. 83.25 39.73 2.27 31.62 3.63| 2.16 157 293
Can. 3.78 49.21 0.21 0.72 0.32| 0.56 0.67 0.51
Japan | 3.04 2.01 9256 159 6.99| 1.34 2.65 0.82
Mexico| 1.88 1.33 0.02 61.09 0.057 0.01 0 0.007
China | 1.78 1.41 1.44 0.30 77.61 2.69 250 6.81

Senegal 0* o* 0* 0 O* 52.68 0 0
Malawi | 0* o* 0* 0 0 0 41.52 0
Zaire |0.003 0.005 0.008 OF 0* 0 0 51.53

Note: Entry in rowi, columnj, is the fraction of goods countriyimports from countnyi.
Zeros with stars indicate the value is less than®l@eros without stars are zeros in the data.

0O.1. Home bias for both rich and poor countries.First, by home bias | mean that countries purchase
most of their goods from home, i.e;; data. Home bias in the data is seen by noticing the large yalue
lying along the diagonal of Tabl& relative to off-diagonal entries. The important obsexwatis that
there is little variation in the&;;s relative to a country’s income per worker. A regressiorheflbgarithm

of X;; on the logarithm of purchasing power parity (PPP) adjustBiP@er worker in 1996 has a slope
coefficient of 0.12 and is barely different from zero statety. Rich countries purchase slightly more
from home than poor countries, but the difference in magieitis small.

0.2. Systematic correlation between bilateral trade share and relative level of development.To
see this correlation, notice the values in the upper rightlgant (encompassing poor countries’ imports
from rich countries) are large relative to those in the loleérquadrant of Tabld (encompassing rich
countries’ imports from poor countries). To illustratestpoint for all countries, | regressed the logarithm
of Q—J’I on the logarithm o%i". Here,y; is PPP adjusted GDP per worker in 1996. The intercept is appro
mately zero and the slope coefficient is 2.40. Both are pegcestimated. The regression illustrates that
the larger the difference in relative incomes, the largerdisparity in bilateral trade shares between the
two countries.

B. Price Data

In the model, the pricep; are the aggregate price indices of tradable goods. Thegeadsble goods,
not traded goods, since in equilibrium some goods may not be tradedth&umore, since the bundle
of tradable goods is the same for all countries, a key conisethat the data are comparable across
countries. To construct data on these prices, | employee piata from the United Nations International
Comparison Program (ICP). This program collects pricesamdg and services in various countries and
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benchmark years, with the most relevant feature being tpécttxgoal of comparability during their
collection. That is, prices are supposed to be for the sarsemlar goods, and the baskets of goods are
the same across countries.

To construct tradable price indices, benchmark data foy¢lae 1996 were obtained from the Penn World
Table (PWT) website (http://pwt.econ.upenn.edu). Datpraoes are provided at disaggregate categories
for each benchmark year in local currencies. From this datly, categories that best correspond with
the bilateral trade data are included.then constructed the appropriate price indices of traelgbbds
and then converted to U.S. dollar prid@sThis results in the third key feature of the data:
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Figure 1: Price of Tradable Goods: Similar Between Rich and Bor Countries

0.3. Aggregate tradable goods prices are similar betweencah and poor countries. Figurel plots

the price of tradable goods for 1996 versus PPP adjusted GDMarker data for that year. As the
figure illustrates, poor countries have slightly lower pacf tradable goods with an elasticity of the
price of tradable goods with respect to income level of 1&@et. My results are consistent with Kravis

9There is no one-to-one mapping, so discretion is involvern&categories seem to include items that are inherently non

traded, e.g., “Footwear and Repairs”, which was includedh@ current aggregation provided for 1996, this is unaafoie,
and PWT administrators are unwilling to provide me with amgfilevel of aggregation.

19Not all 77 countries are benchmark countries. The tradé-afte is between a large sample of bilateral trade shares
versus using only benchmark countries. | opted for morestdadta. To construct price indices for nonbenchmark caestti
imputed their values from information in the PWT. To do s@&dnmessed the constructed prices for the entire benchniaek ta
on the price of consumption (pc) and price of investment (pilich is available for all countries directly from the P\VWEiven
the estimated coefficients, | imputed the price of tradabledg for nonbenchmark countries by using the observed pfice
consumption and price of investment.
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and Lipsey (1988), who document similar relationships leetwthe price of tradable goods and level of
development, and Hsieh and Klenow (2007b), who study simiiae indices for only investment goods.

C. The Implications of Trade Data, Price Data, for Trade Cost

In the model,0.1-0.3 yield a straightforward implication for trade costs. Maugtion of equations
(1) and Q) yields the following relationship between home trade sbabilateral trade shares, aggregate
prices, and trade costs:

1
Xi_ 4 (Pi\T
X X<pi ' )

Equation @) is basically an arbitrage conditids. It says that ifp; > pj, then countryi has incentives

to purchase relatively more goods from coungrigecause they are cheaper. Or if trade costs between
countryi and | are large, then countiyhas fewer incentives to purchase a good from couptBividing
equation §4) by the opposing expression relating counitgndi yields:

ﬁﬁ) m)i(m)% 5
(xjix,-,- X(Pi ti) ©)

Consider the tern(é—l’lxij']) which incorporates data from both1 andO.2. These observations imply
that this term is positively correlated with exporters’ange per worker relative to importers’ income per
worker. For example, the elasticity of this term with redpgeaelative income per Work%ii is 2.30 and
statistically different from zero.

In a symmetric world, the terréé—'j"i x%) equals one always. Equatidb) (states that deviations from the
symmetric benchmark occur for only two reasons: (i) aggeegeces of tradable goods are different or
(i) relative trade costs between the two countries areethffit. O.3 informs us on point (i). Aggregate
tradable goods prices are similar between rich and poortdesni.e., there is little correlation between

2
\ 0 . .
<%> and relative income level.

ThusO.1-0.3, equation §), and a@ > 0 imply that relative trade cost%_% are negatively correlated with
exporters’ income per worker relative to importers’ incopse worker. This means for a poor country
trading with a rich country, it is relatively more difficulof the poor country to export its goods to the
rich country than import goods from the rich country. Furthere, this result conflicts with standard
approaches to modeling trade costs which assumeithatt;.

HThere is nothing unique about equatia {o the Eaton and Kortum (2002) framework. As | show in Appgmal, the
structural gravity models of Anderson and van Wincoop (Q@d¥ariants of Melitz (2003) all generate this relatioqshihus
the implications 0f0.1-O.3 and the arguments throughout the paper apply under aliezmabdels of international trade.
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IV. Modeling Asymmetry: Some Examples

One would like an approach to model asymmetric trade coststegain the parsimony that structural
gravity equations provide when estimating trade costs trate flows. The key to any approach is to do
so without resulting in counterfactual implications forgais and other objects of interest. In this section,
| provide two examples illustrating different approacheditting the bilateral trade share data, their
different implications, and how the trade data map into stgmeated parameters. Example 1 provides the
motivation for the benchmark approach | use in Sectiofcxample 2 is an alternative approach, similar
in spirit to Eaton and Kortum (2001, 2002), and with which llwontrast my results.

A. Common Elements to Both Examples

Consider a world with three countries. Think of country 1 las United States and countries 2 and 3
as middle income and poor countries. Assume throughoutxbmpgle thatX;, > Xi3 but X1 = X31
and countries 2 and 3 do not trade with each other. These atistmsiresemble Table and the data
generally because the United States exports similar st@anesst countries, yet the United States imports
a monotonically increasing share of goods as a functioneéiporting country’s level of development,
i.e., country 2 is richer than country 3, so the Unites Staigmrts a larger share from country 2 relative
to country 3. With columns denoting importers and rows a®exps, the matrix in equatio®) depicts
the set of bilateral trade shares normalized by the imppdountries’ home trade share:

1 % %
22 X33 Xo1 _ Xa1
2 1 g where $2 = 3% )
X11 d X12  X13
and {2 > o8
X3 1 11 11
X11

To simplify the following examples, assume that (i) all coies have the same labor endowment, (ii) la-
bor is the only factor of production, and (iii) country g andA1 are normalized to one. Equatia?) {m-
plies the following relationship betwee8)@nd six unknown structural parametéis, A3, 112, T21, T13, T31} -

1 =" L
(W2T21) 8 A2 (WaT31) @ A3 where 6) = I = L.
=1 (WaT21) @ A2 (WaTz1) @ A3
(W2T121) T A 1 0 . 9 (7)
9 and (WoT12) B A2 > (WaT13) @ A3
(w3T13) 0 A3 0 1 ! !

1

Notice there are six parameters yet only four informativemants,{é—ﬁ, i—ﬁ % %} Thus, one needs
additional restrictions on the parameter space beforagakie model to the data. In tiNecountry case,
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this identification problem remains with only?> — N moments yeiN? parameters of interest. Below |
consider two alternative restrictions. Both fit the tradeadsgually well, but have qualitatively different
implications for the aggregate price of tradable goods anduyztivity/income differences.

B. Example 1: Export Effects

This setup restricts the parameter spacé 39,731} = T, i.e., the cost for countries 2 and 3 to import
is the same. The free parameters are the export costs thatriesu2 and 3 facd 112, 713} and their
technology parameters. With these restrictions, | can rttakéollowing inferences:

A.1 Because both countries import similar shares from the dr8tates X1 = X31), the assumption on
trade costs implies thawz%l)\z = W;el)\g. The interpretation is that both countries 2 and 3 can preduc
good at the same unit costh average.1? Thus, because both countries import similar amounts fraen th
United States, their cost to produce a good domesticallyt beithe same, on average.

B.1 Because the United States imports more from country 2 thantop3 (X12 > X13), but both countries
can produce a good at similar cost, then this pattern imfilies1» < 113. That is,exporting to the United
States is more difficult for country 3 than it is for country 2.

These restrictions have the following implications forges and income differences:

Example 1: Implications for Prices. Using equationX), the aggregate price index of tradable goods in
countries 2 and 3 is

-1 _ -6 -1 _ -6
pz=Y{w?/\z+r?l} = p3=Y{w§/\3+rvl} :

with both countries facing the same price indices. Two feraee present: First, the prices paid for
domestically produced goods in country 3 are (on average$dme as in country 2. Second, the cost
to import a good from the United States is the same acrossdmthtries 2 and 3, so the prices paid
for imported goods are (on average) the same. This exampjeailitatively consistent with the data:
comparable price indices for tradable goods are similarssccountries.

Example 1: Implications for Income Differences. This example implies that unit costs are the same
across countries 2 and 3, on average. Unit costs are a fanaftiboth wages and productivity. So to
infer differences in productivity, | use balanced tradejchipins down wage rates and then allows for
the recovery of\;. Balanced trade from equatio8)(mplies that

X X

X21
-1
1270 see this interpretation, take the expectationwf’ over all goods and then take this term to the powér The value
is Wi/\i’e, which is the unit cost of a producer with the average prdditgtevel.

W3.
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Notice that these wages are independent of the assumetlistrottrade costs. This observation implies
that country 2 is more productive than countryA3 & A3). Conditional on fitting the pattern of trade,
A’s map directly into cross-country income differences (sgeation {4)), so country 2 must be richer
than country 3. Nothing deep has been revealed here (ydthdbow | contrast the magnitude of the
productivity differences across the two scenarios dematsy) how these implications are informative.

C. Example 2: Import Effects

Now consider an alternative restriction on the parametacsso{ 112,113} = T, i.e., countries 2 and
3 face the same cost to export to the United States. The freengéers here are the import costs for
countries 2 and 3121, 731} and their technology parameters. With these restrictiostie data, | can
make the following inferences:

A.2 Because the United States imports more from country 2 tiam & (X12 > X33), but both countries 2
and 3 face the same cost to export to the United Stats, (13} = T), thenwz%l Ao > W:?l Az. In contrast
to the previous example, the interpretation is that couBtiyya lower cost producer than country 3, on
average.

B.2 Abstracting from trade costs, because country 2 is a lowstrm@mducer than country 3, country 3
should import a larger share from the United States thantcp@n In the example, the two countries
import the same sharp; = X3; from the United States. Thusnporting a good from the United States
is more difficult for country 3 than it is for country 2, i.&1 < Ta;.

These restrictions have the following implications forges and income differences:

Example 2: Implications for Prices. Using equationX), the price index for prices paid for goods in
countries 2 and 3 are

-1

=1 -6 -1 1) ~®
DZZY{WZ_G_)\Z‘i‘Tg} < png{Wf)\g—l—T;{} .

The middle income country has a lower aggregate price ohbiged relative to the poor country. Two
forces are present: First, the prices paid for domestigathguced goods in country 3 are (on average)
higher than in country 2 because country 2 is a lower costymed Second, because it is more costly for
country 3 to import goods from the United States, it is alsgipghigher prices on goods it does import,
thus further increasing the aggregate price index. Thisngkaisnot qualitatively consistent with the
data.

Example 2: Implications for Income Differences. This example implies that country 2 is a lower
cost producer than country 3, on average. Because wagesgaes in country 2 than country 3 (see
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above), the implication is that country 2 is more producthen country 3, which is similar to Example
1. However, between the two examples there is a distinatreiffce in magnitude; Example 2 is larger
than Example 1:

A2 A2

T
~— ~—

Import Effects Export Effects

> 1.

Conditional on fitting the pattern of trade (which both sa@®do), productivity differences map into
cross-country income differences. Thus, the variance d¢orre per worker in the model helps cross-
validate the restrictions imposed on the model.

V. Estimating Technology and Trade Costs from Trade Data

This section outlines my approach to jointly recover estesaf the trade costs and technology parame-
ters from trade data consistent with the arguments of SesiioandIV .

A. Benchmark Approach

As discussed in Eaton and Kortum (2002), the framework hestsna structural log-linear “gravity”
equation. To derive this relationship, simply divide eachrttryi’s trade share from countryby country
i's home trade share. Taking logs yiels- 1 equations for each country

Xi

i 1
0g () =5 -5 - glogr ®)

ap  (1-a)B (EQE)A

in which § is defined as logr,® w, ° p,

, i|. Recall from Example 1 an interpretation of the

value of§ is that it is a monotonic and decreasing function of the upst of a producer with the average
productivity level in countryi. The §s are recovered as the coefficients on country-specific dummy
variables given the imposed restrictions on how trade @astscovary across countries.

Similar to SectiorlV, there are onl\N? — N informative moments an? parameters of interest. Thus,
restrictions on the parameter space are necessary. To tlbtg on the arguments in SectidW and
assume that trade costs take the following functional form:

log(Tij) = dk+ bij +exj+&j. (9)

Here, trade costs are a logarithmic function of distancegre/d, with k = 1,2,...,6 is the effect of
distance between countiyand j lying in the kth distance intervals. Intervals are in milel€, 375);
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[375,750; [750,1500; [1500,3000; [3000,6000; and [6000, maximurh bj is the effect of a shared
border in whichbjj = 1, if countryi and j share a border and zero otherwise. | assgeflects barriers

to trade arising from all other factors and is orthogonahtriegressors. These features of the trade cost
function are the same as in Eaton and Kortum (2002), and, gremerally, consistent with the entire
literature on estimating trade costs from bilateral trade/$l (see Anderson and van Wincoop (2004)).

An important difference lies in the terex; which I will call an exporter fixed effect. Example 1 in
SectionlV motivates this term. To see the connection with Example dsicker the matrix of trade costs
(abstracting from distance and shared borders) in a thoaatgy world:

1 explexy) exp(ex)
exp(exz) 1 expexy)
explexs) exp(exs) 1
The functional form assumption in equatid®) generates the same pattern of trade costs discussed in
Example 1, i.e.{T21,T31} = T = exp(exy).

To summarize, equations)(and @) provide the basis for the benchmark estimation of tradésams
andSs for which | use ordinary least squares.

B. Alternative Approach
| will contrast my approach with an alternative trade coptsc#ication:
log(Tij) = dk+bij +m +&j. (20)

In contrast to an exporter fixed effect, this specificatios &aimporter fixed effecty in its place. Here,
the estimaten; reflects the extra cost countryaces to import a good from any countyy Of note, this
is the specification of Eaton and Kortum (2001, 2002).

To connect this specification with Example 2, consider th&imaf trade costs (abstracting from distance
and shared borders) in a three-country world:

1 exp(mp) exp(mg)
exp(my) 1 exp(ms)
exp(m) exp(my) 1

The functional form assumption in equatidt0f generates the same pattern of trade costs discussed in
Example 2, i.e.{T12,T13} = T = exp(my).

13| also experimented with the Poisson pseudo-maximumifiked estimator advocated by Santos-Silva and Tenreyro
(2006). | employed their technique of estimating the gsagduation in levels and including zero observed trade flans,
found that the substantive contributions of this paper daliffer relative to using ordinary least squares. Appericontains
a more detailed discussion.
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| must emphasize that both of these specifications will fitgatern of bilateral trade equally well.
However, as argued in Sectitvi, price and income data help in distinguishing between tlee tw

C. Recovering Technology

| recover the's in the following way. Given the estimategis andf; iS, the estimated aggregate price of
tradable goods is then computed as

N N -1 -0
P = Y{ S et } . (11)
=1

ap  (1-a)B
Then, given theys computed from equatiod{), one can recover the convolutionof w;, ¢ A; from

the estimates of. | then use wages from observed bilateral trade shéregach country’s observed
labor endowment, and the balanced trade condition in equég):

W = —WjXji | -
2L

Wages in combination with aggregate capital-labor ratie®gnine rental rates. Then with all prices
computed, each country’s technology paramaiés recovered?

VI. Estimating 6

The parameteé is important for two reasons. First, the sizefbfontrols the gains from trade. Second,
one may speculate whether results in Sectlbrare driven by the assumption thétis common to all
countries. In this section, | estimaieconsistent with the model and from data which includes biati r
and poor countrie¥> | also apply my estimation strategy to subsamples of richoat countries to
evaluate the possibility that differeéts between rich and poor countries could explain the resnlts
Sectionlll.

A. Estimation Approach

To estimated, | employ the following arguments. First, if one had datarawlé costs;j, aggregate price
datap;, and trade datX;j, then equation4) can be used to estimaé The difficulty is that the trade

14My approach differs substantially relative to Alvarez anachs (2007). Their baseline calibration assumed that each
country’sA; is proportional to an unobservable endowmlgntThis assumption, in combination with balanced trade, wiutp
data, and some proxies for trade costs such as averageatesf allowed them to calibrate each countdy’andL; jointly.

15Eaton and Kortum (2002) provided point estimates&dor only OECD countries. Several papers have estimatedpara
eters resembling from limited samples of developed countries. See Anderadnvan Wincoop (2004) for a survey.
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coststjj are unobserved. However, an estimate;pis possible with a simple arbitrage argument and
disaggregated price data. The idea is that it must be the case that for arlgngieod/ at a disaggregate
level, % < Tjj, otherwise there would be an arbitrage opportunity. Thigli@s an estimate afj; is the
maximum of relative prices over goods

In logs, my estimate ofij will use the second-order statistic rather than the maximum

logij = max2{log(pi(¢)) —log (p;(£))}, (12)

where max2 denotes the second highest value. Eaton andnK¢2@02) use this approach generating
their preferred estimate &. They argue that this approach helps alleviate any measuteanror and
find that their estimates afj when computed with the second-order statistic are moreslewed with
the normalized bilateral trade shar%] than when computed using the first-order statistic. Coeisis
with their results, | also find the same outcome.

With an estimate ofjj from equation 12), | can use equatior, bilateral trade data, and aggregate price

data to estimat@. This is my benchmark estimation approach.

B. Disaggregated Price Data

To construct estimates of equatid®), benchmark price data for the year 1985 were used from the Pe
World Table website (http://pwt.econ.upenn.edu). | useytdar 1985 because it provides disaggregated
price data at a level higher than publicly available datatierother benchmark year 1996. The assump-
tion is that@ is time invariant. For tradable goods, this data set has fféreint good categories for 43
of the countries in my data set. The bilateral trade datalacefeom 1985 and constructed in the same
manner as described in Sectilbh

C. A Benchmark Estimate of 6

To summarize, | estimated equatiof) (vith proxies for trade costs from equatiob2f with ordinary
least squares with no intercept term as the theory pretfidteast squares yields an estimate of 5.5. This
implies a0 of 0.18 and it is my benchmark estimatetbthroughout the papé.

18The estimated trade costs from equati@@) (further confirm my arguments. | ran the regressiontlpg- di + bjj +
Pimylog(yi) + pecylog(y;), whered andby; control for distance and shared border as described indde¢ti The last two
variables are importer income and exporter income per workiee estimates argmy = —0.06 andoey = —0.14 and are
precisely estimated. Because the estimates are suchdhatpim, they imply that poor countries face systematically higher
costs to export their goods relative to rich countries.

’"Method of moments generates similar results as well. Eatohkortum (2002) use this approach to generate their
preferred estimate & = 0.12 — lower than the estimates here. However, for only OE@Intries, the method of moments
estimate o is 0.118 and is very similar to their preferred estimate.
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1. Rich Country 6 Higher Than Poor Country 6?

One may speculate whether the results in Sedtloare driven by the assumption thats common to all
countries. A scenario that might be able to rationalize éselts in Sectiotll would have rich countries
with larger@’s (i.e., more variation in productivity and more incensue trade) and poor countries with
smallerf’s (i.e., less variation in productivity and fewer incemtivto trade}2 To evaluate this claim, |
divided the sample into rich (OECD) and poor (non-OECD) ¢oas and estimated a separéttor each
one. Because trade between rich countries will be drivendpyen8’s and trade between poor countries
will be driven by lower8'’s, this strategy should help address this possibility.

When non-OECD countries and OECD countries are considexedrately, the estimates of @ are
5.5 and 7.9 respectively. Notice that among non-OECD c@asithe estimate of A9 is nearly the
same as the estimate from the sample with all countries h&urtore, when only OECD countries are
considered, the point estimate f@ris smaller than the estimate for only non-OECD countries. This
evidence is contrary to the argument that rich countrieg thegher6’s relative to poor countries as an
explanation for the results in Sectitih.!® In fact, these results would seem to further deepen the uzz

VIl. Measurement and Common Parameter Values

A. Measuring Income Per Worker

Throughout the rest of this paper, real GDP per worker in myl@hke-as measured in the PWT—is a
central object of interest. AppendB provides a detailed discussion about the mapping betwesn re
GDP as measured in the PWT and the model, but the end resintpg/ghe following:

W Tk

—_+—| 13
A 13)

in which income from wages and capital is deflated by eachtcgariinal goods price.

B. Factor Shares

Given the model’s structure resulting in equatidd)( | want a to be consistent with the exercises in
the income accounting literature. To do so, | getqual to 1/3. Gollin (2002) provides an argument for

8Fieler (2007) is a formal articulation of this idea in comdtion with nonhomothetic preferences aiming to explain the
observed positive correlation between aggregate trademanthe per capita.

19The micro-evidence on productivity variation suggests tew as well. Banerjee and Duflo (2005) discuss industrgtle
evidence from India and they argue that the best firms areddfsusing frontier technologies. Lewis (2004) argues thes
same pattern prevails in other developing countries su@raal, Russia, and Korea. Lagakos (2008) provides evidéoic
the retail sector in developing countries that have sindtampositional patterns. Thus, the coexistence of high yotike
firms and extremely low productive firms in developing coigstisuggests that the variance in productivity is higheriarp
countries than it is in rich countries.
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settinga equal to 1/3 by calculating labor’s share for a wide crogsseof countries and finding it to be
around 2 3.

Value added in tradable goods production is controlle@ b$ince tradable goods are assumed to corre-
spond with manufactures, one measurg @ manufacturing value added relative to gross manufaajuri
production. Using manufacturing value added and grossyatazh data from UNIDO (1996), | calcu-
lated that 0.33 is the average across 61 of the countriesdatthavailable. Across all countries, there is
no correlation between the calculatBdand a country’s level of development. Based on this evidence
0.33 seems to be a reasonable valugsfor

Value added in nontradable goods production is controleg It also determines the allocation of labor
and capital between tradables and nontradables. Becatlse\@riations in interpretation, there is wider
variation on the appropriate value fpr Alvarez and Lucas (2007) discuss plausible valueyianging
from 0.80 to 0.70 depending on the source. As a baseline Malise their baseline value withequal to
0.75.

| followed Alvarez and Lucas (2007) in selecting the valuerjo Other than satisfying the necessary
assumptions detailed in Alvarez and Lucas (2007), thisevplays no quantitative role. i

C. Capital, Labor, and Distance Data

To compute equilibrium prices, one needs measures of endatenFor this purpose, | used aggregate
capital-labor ratios from Caselli (2005). They were comstied using the perpetual inventory method
with PPP adjusted investment rates in Heston, Summers ard(2002). | used labor endowments from

Caselli (2005), which are based on information in Heston.¢2802) as well.

The distance measures used to estimate trade costs areesfroiin capital city in countryto capital
city in country j, calculated by the great circle method. These measuresaddrdata are from Centre
d’Etudes Prospectives et d’Informations Internationétetp://www.cepii.fr).

VIIl. Estimation Results

In this section, | discuss the estimated parameters frorbeéhehmark model with exporter fixed effects
and contrast the results with a model estimated with impdired effects.

A. Benchmark Results

In terms of fitting bilateral trade flows, my approach perfersubstantially better than standard ap-
proaches in the gravity literature with symmetric tradetsosFor example, my modelB? is 0.83.

20



Table 2; Estimation Results

Summary Statistics

No. Obs TSS SSR o?
4242 4924 851 2.08
Geographic Barriers

Barrier Parameter Estimate S.E. %effect on cost
0,375 —4.66 0.21 133.3
(375,750 -5.60 0.14 177.1
[750,1500 -6.16 0.09 206.3
(1500, 3000 —7.22 0.06 271.3
(3000, 6000 —8.44 0.04 363.9
(6000, maximurh -9.37 0.05 449.7
Shared border 0.69 0.16 -13.0

Note: All parameters were estimated by OLS. For an estimpsedmeteb, the
implied percentage effect on cost is 1>0Qe*95— 1) with 6 = 0.18.

Without the exporter fixed effect, tH&? declines to 0.61. The simple suggestions in Secamprove
the performance of standard approaches to estimatingigraedels by 36 percent.

My model does not suffer from the criticisms of Fieler (20@nd captures the positive relationship
between aggregate trade and income per worker. Fieler Y2@i@ues that structural gravity models
predict that the share of trade in GDP is strongly decreasingcome per worker, yet in the data the
share of trade in GDP is weakly increasing. A regression efitkgarithm of imports relative to GDP

predicted by my model on log income per worker yields a slopeffcient of 0.045. In the data, this

same regression yields a slope coefficient of 0.057.

Note two features about the estimated trade costs. Finssistent with the gravity literature, distance

is an impediment. The estimates reported are consistenttase in Eaton and Kortum (2001), which

considers a similar sample of countries but only trade dataachinery and equipment. The overall size
of the trade costs for a developed country are only sliglattgdr than those reported in Anderson and
van Wincoop (2004%°

Second, the exporter fixed effect is negatively correlatetd imcome per worker. Figur2 plots each
country’s exporter fixed effect, expressed in terms of theg@age effect on cost, versus income per
worker data. As Figur@ depicts, poor countries appear to have a serious disady@ataexporting
goods relative to rich countries. For example, a gequabrted from the United States costs 62 percent
less than a good exported from the average country. In cintagoodexported from Zimbabwe will

20Anderson and van Wincoop (2004) report that for a repretieat@eveloped country, trade barriers fall in a range betwe
40 and 90 percent depending on the study and elasticitiegbstitution. | find that the median trade cost between OECD
countries is equivalent to a 118 percent tariff. This is abthe upper range, but | am using a slightly lower valué dfian
looking at only OECD countries would imply.
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Figure 2: Exporter Fixed Effect: Easy for Rich Countries to Export, Difficult for Poor Countries

cost 35 percent more than a good exported from the averaggrgodhese results are consistent with
the arguments of Sectidt , which imposed no restrictions on the structure of tradéscos

Table3 presents the estimat&dterms and the recovered technology parameters. These\vaue more
meaning relative to the values when the model is estimattdimporter effects. Hence, | will delay my
discussion.

B. A Comparison to the Model with Importer Fixed Effects

The alternative approach to generating asymmetries ir ttadts is to use the functional form assump-
tions with an importer fixed effect. This is the same appraasdd in Eaton and Kortum (2001, 2002).

Regarding the overall fit of the trade data, the model withangr fixed effects performs as well as the

model with exporter fixed effects. In fact, it has the samedittalues.

Using importer fixed effects yields the same effects of distaand shared borders. Furthermore, the
estimated value of a country’s importer fixed effects is #rae as that country’s estimated exporter fixed
effect. The interpretation is different. Now a goodported by the United States costs 62 percent less
than a good imported by the average country. In contrast,od goported from Zimbabwe will cost

35 percent more than a good imported by the average counkryselresults are inconsistent with the
arguments of Sectiohl , which impose no restrictions on the form that trade costdake.

22



oF 6 PN Ush
o

KoR
BRaaTa

4 4 s

BRA esp CHBEL

THA SWEHE

2 e
SR ISR

" IND EGYTUR THIRA i o PAK o
s - AL e coL VEX ARG pw?:”";f&wﬂﬁm b b ke o
-1 P B = coL
g ° R ok 8By SEN R W%r%m . m gy s A g 0 ¥ " W
= NLD E-]
£ £ o
& EH ZMGBHA a6 o s - & R ZKEN e Esv PANW MUs
K v -2r ok P_‘ﬁ Ay sor
NER SEN B0L
Moz S NPL e HD S
) e e SR
Wﬁ 160
RWA
< ol
1 1 1 1 1 1 | 1 1 1 1 1 1 |
1128 1/64 132 1/16 118 14 112 1 1128 1/64 1132 1/16 118 1/4 12 1
1996 GDP Per Worker: U.S. =1 1996 GDP Per Worker: U.S. = 1
(a) S from Model with Exporter Fixed Effect (b) S from Model with Importer Fixed Effect

Figure 3: Estimated § versus GDP Per Worker.

The key difference between the two approaches is the estih$d. Figure3(a) plots theSs when
estimated from a model with exporter fixed effects versuenme per worker data. FiguB{b) plots the
Ss when estimated from a model with importer fixed effects weiacome per worker data. When the
model is estimated with importer fixed effects, e covary strongly with income per worker data.

Recall the interpretation &&: they are a decreasing and monotonic function of the unttaf@sproducer
with the average productivity level in each country. Forrapée, Figure3(a)implies that the unit costs
of a producer with the average productivity level are simieross countries. In contrast, Figuéb)
implies that the unit costs of a producer with the averagelycbvity level is strongly decreasing with
the level of development. As discussed in Sectidnthe differences in how unit costs covary across
countries maps into differences in the aggregate priceadfatsles and income differences, which | will
discuss next.

IX. The Quantitative Implications of the Estimated Model

As an assessment of the model, | compare the implicatiorieeahibdel for moments not explicitly used
in the estimation of the model. In all the results below, Iditiee estimated;s andfjjs, computed an
equilibrium, and compared the model-implied aggregateepoif tradables and variation in income per
worker relative to the data.

A. The Benchmark Model

Figure4(a) plots the prices from the benchmark model and the data. Brepeaking, the prices from
the model are in line with the data: both rich and poor coesthave similar prices of tradable goods.
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There is room for improvement. The elasticity with respectnicome level is approximately0.04,
whereas in the data this elasticity is 0.15. There is alscermariance in the data than in the model. |
should emphasize the parsimony of my approach; there arg mare degrees of freedom available to
improve the model on a variety of dimensions that | did not fsgthermore, the benefits of my approach
should be compared to the alternative discussed below.

As another assessment, | considered the model’s abilityaémtifatively replicate the cross-country in-
come differences seen in the data. Figbikepicts the model’s income levels versus the data relative t
the United States along with the4line. In Figureb, the ordered pairs lie around the*4he, suggesting
that the model accurately captures the variation in incoareyorker across countries. For example, the
model predicts that Uganda has an income level 1/27 of thel&k8. In the data, Uganda has an income
level 1/32 of the U.S. level. As a measure of dispersion foc@lintries, the variance of log income per
worker in the model is 1.30 relative to 1.38 in the data, ard®®10 percentile ratio is 25.6 in the model
relative to 25.7 in the data.

B. The Implications of the Estimated Model with Importer Fix ed Effects

Figure4(b) plots the prices from a model estimated with importer fixdda§. These prices system-
atically deviate from the data, with poor countries facirygtematically higher prices relative to rich
countries. For example, the elasticity with respect to inedevel is—0.2921 This is seven times larger
than my model with an exporter fixed effect.

The model estimated with importer fixed effects does poadriseplicating the variation in income per
worker: the variation of log income per worker is 2.46, anel #/10 percentile ratio is 89.5. Recall that
the variance of log income per worker and the 90/10 pereerdtio in the data are 1.38 and 25.6. The
reason for the differing implications for cross-countrgame differences relates to the results regarding
prices. The model with an importer fixed effect results inteysatically higher prices of traded goods
for poor countries mapping into higher prices of nontradedogspiy. Because wages and rental income
are deflated by)%’ to compute real income per worker, this systematically ksweal income per worker
for poor countries, resulting in an overprediction of inadifferences.

C. A Brief Discussion

To clarify the forces driving these outcomes, recall thatrtiodel with importer fixed effects reconciles
the fact that the United States imports more from Japan teaed@al by making unit costs of production

21This outcome is similar to the results in Eaton and Kortur@80(1) study of investment goods. They find that the
estimated prices systematically deviate from the dataj pitor countries facing higher prices relative to rich coigst—
similar to the outcome here. It is also similar to the créiiin Balistreri and Hillberry (2006) that Anderson and van
Wincoop's (2003) estimation predicts that the cost of livin Canada is 24 percent higher than in the United States and
shows evidence to the contrary. In my estimation, the priceadables in Canada is 2 percent lower than the UnitesState
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Figure 4: Price Data and Model versus GDP Per Worker.
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Figure 5: Income Per Worker: Data and Benchmark Model

(on average) lower in Japan than in Senegal. Fi@(b¢illustrates this. So prices paid for domestically
produced goods are lower in Japan than in Senegal. But theatiat say that Senegal imports a similar
share of goods from the United States as does Japan. The neadatiles this fact by increasing the

cost for Senegal to import relative to Japan’s cost to impidnts, the prices paid for imported goods are
higher in Senegal as well. Together, these implicationsntiea price index in Senegal is higher than in
Japan—inconsistent with the data.

In contrast, my model with exporter fixed effects reconcilesdifferences in the United States’ import
share from Japan relative to Senegal by manipulating eaahtigés export cost. The model reconciles
the similarities in Japan’s and Senegal’s import share flloenUnited States with similar unit costs of
production. Figur&(a)illustrates this. Thus, prices paid for domestic goods amgbirted goods in Japan
and Senegal are similar, implying that the price index aldfdes is similar in the two countries.

In general, the model’s implications for the price of tra@adpods is highly robust to various parameteri-
zations. | should note that the model’'s implications forthgation in income per worker are sensitive to
the calibration ofy. A largeryin both models results in less variation in income per workéo not view
this as a problem because the model should probably undiéptke variation in income per worker.
Hence, with larger values ¢f my model is more in line with the data than alternative apphes. | say
that because | assumed no productivity differences in tikradable sector. Allowing for this source of
variation would increase the variation in income per warker
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X. How Do Trade Costs Affect Income Differences?

In this framework, income differences are driven by diffeses in technologies, endowments, and trade
costs. Trade costs prevent countries from specializingeir tomparative advantage and hence amplify
productivity differences relative to those in a world withitnade costs. Given that my model can replicate
important features of the data, | now explore the quantgdtnportance of trade costs to understanding
the large measured productivity differences across cmsntr

A. Eliminating Asymmetries in Trade Costs Reduces Income Dierences

In this section, | will study two exercises that focus on efiating the systematic asymmetry in trade
costs. A way to view this systematic asymmetry is like a “wadg deviation from a benchmark model
with only symmetric trade costs, in the spirit of Chari, Ketemd McGrattan (2007). And these exercises
guantify the importance of these wedges for understandiogne differences across countries.

In the first experiment, | adjusted trade costs so the newsdostrade between two countries are
fij = min(7;,Tji). Given how the recovered trade costs impact poor countelegive to rich coun-
tries, the premise is that costs above this minimum reflatiesextra distortion one country faces while
the other does not and that these distortions, unlike distaare not natural. With the new trade costs,
the variation in log income per worker declines to 1.05 ared20/10 ratio is only 17.3. Cross-country
income differences decline by up to 31 percent relative éotliseline model. In this exercise, the new
trade costs are still large. For example, the median tradeisd 92 percent for all countries, which is
twice the value reported in Anderson and van Wincoop (2064 afdeveloped country. Tabkealso
reports the average gain in income per worker. All countgas—but poor countries gain relatively
more than rich countries.

As another experiment, | endow all countries with the sarfeet¥e distance costs OECD countries face
among themselves. The premise is that the costs to trade®et@ECD countries are relatively closer
to free trade than the entire sample. Tableresents the results. In this experiment, the variancegn lo
income per worker is reduced by 13 percent and the 90/10isatemluced by 23 percent.

Table 4: Income Differences with Counterfactual Trade Costs

Baseline Autarky mifrj, 7)) OECDT T1j=1
var[log(y)] 1.30 1.35 1.05 1.13 0.76
Yoo/ Y10 25.7 235 17.3 19.8 11.4
Mean change iy, percent| —- —-10.5 24.2 10.0 128.0

To put these two exercises in perspective, compare thess gaative to a world with no trade costs. In
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this world, the variation in log income per worker is only ®and the 90/10 ratio is 11.4. Eliminating the
asymmetry or moving toward OECD trade costs delivers 59 dnpetcent of the reduction in income
differences relative to complete elimination of trade so€r at the other extreme, if trade costs were set
to infinity, the variance of log income per worker increasesly 1.35. The systematic asymmetry in
trade costs is so punitive that removing it takes the ecorfoomy basically autarky to over 50 percent of
the way relative to frictionless trade.

B. On The Mechanics Behind Reductions in Income Differences

Differentials in the pattern of specialization betweernr@nd poor countries drive reductions in income
differences. To see this, | show in Appendxhat starting from 13) the definition of PWT real GDP
per worker in the model can be expressed as

-6(1-y) 6(1-y)

yi = AK', with A=X * A ° . (14)

Real GDP per worker is similar to a standard one-sector dgramadel with a TFP term and capital-

labor ratio taken to a power term. Here, measured TFP is degsad into an endogenous trade factor,
—-6(1-y) 6(1-y)

X; P, and an exogenous domestic factyr,” .22

When trade costs are infinite, countries are unable to dpecand must produce all goods domestically.
8(1-y)
Hence,Xj = 1 and TFP become} P Given how efficiency levels are distributed in the productio

of tradable goods, each country’s average efficiency Iemq?itaken to the powe‘*llg—y).23 When trade

costs are finite, countries are able to specialize and ingmrte goods from relatively more efficient
—0(1-y)
producers. HenceXjj < 1 and each country’s gain from trade in the form of increasedl lBX;; P

Equation (4) implies that the only way for income differences to deciseavith X;; changing more for
poor countries relative to rich countries. Observatind argued thak;; is similar across rich and poor
countries. Asymmetries in trade frictions are the reasoihig. When these asymmetries are removed,
poor countries’X;; decline more than rich countrieX;;. This means that poor countries drop more
unproductive activities and scale up the productive aatwirelative to rich countries. This differential
change in activities results in a relative increase in megistiFP and a reduction in income differences.

22Independently, Finicelli, Pagano and Sbracia (2007) @pex a similar approach to measure how much international
competition raised manufacturing TFP for OECD countries.

23These power terms reflect the fact that tradables operatéritermediate goods. For exampleyit= 0, then this ex-
pression is similar to an open-economy version of Jones§R@@th technology differences amplified to the powei3L
reflecting a multiplier because intermediates are usedddyme intermediates. In my model, this multiplier is dangzken
because tradables are only-¥ of total output.
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XI. Robustness Checks and Alternative Evidence

A. Price Data: A Robustness Check

My arguments depend critically on how aggregate pricesryowéh a country’s level of development.
There are concerns regarding the accuracy of prices cetldodbm the International Comparison Pro-
gramme (ICP); see the discussion in Hsieh and Klenow (200Thjs issue is that if these prices are
mismeasured, then for it to matter there must be a systema@surement error with respect to a coun-
try’s level of development. Given this observation, at mmom | can ask: What degree of systematic
measurement error is necessary to reverse my results?

A simple way to answer this question is in terms of the elagtmf prices with respect to the level of

N N0 /N2 _ o SV
development. Recall equatiob)( Tij‘l = (>)<(,'.l>)<(,",> (%) . Define px as the elasticity o% with

respect to relative income Ievél andpyp as the elasticity o% with respect to‘;,—: Equation §) implies

thatp;, the elasticity of% with 3;—: is
or = —6px + 2pp. (15)

Given equation15), | can ask the following questions: What price elastigiy, is necessary to change
my argument, and what is the implied magnitude of systenmagiasurement error?

Table5 presents the results. The first columpp is the data and the implied;. The second column
considers the case if prices were equalized. Here, trads wmaild still be systematically asymmetric
with respect to a country’s level of development. The thwtumn considers the case necessary to yield
symmetric trade costs. In this case, the elasticity of griggh respect to income level would have to
be 0.21—almost the complete opposite value seen in the datdlustrate the magnitude, consider a
country with 1/30 the income level of the United States. k& data, this country would have a tradable
goods price approximately 1/2 of the U.S. level. This thdwetperiment suggests that a country with
1/30 the U.S. income level should face a tradable goods psgéimes larger than the U.S. value. That
is, these prices must be systematically mismeasured by tmane337 percent for this result to disappear.
This suggests the magnitude of systematic measuremenbgrtbe ICP would have to be dramafit.

24A related issue is that the price data are not producer poicesetail prices. This fact would affect my arguments ofily i
distribution costs were positively correlated with levétlevelopment, i.e., poor countries have lower distributiosts than
rich countries. In this sense, unobserved distributioriscase isomorphic to systematic measurement error disdus=e.
The evidence regarding distribution costs is limited, bsuiggests the opposite pattern: Burstein, Neves and REXN3)
find that the distribution costs in Argentina are 50 percégiér than in the United States.
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Table 5. Robustness of Asymmetric Trade Costs

Counterfactual Price Elasticities
Data | pi = pj Symmetry
pp -0.23 0 0.21
pr -0.87 -0.41 0

Variablepp is the elasticity of the relative price of tradables with re-
spect to relative income level. Variale is simply computed from
equation 15) andpy is 2.30 and the same under all experiments.

B. Alternative Evidence on Asymmetric Trade Costs

Matched bilateral trade flows from the International Momgteund’s (IMF) Direction of Trade Statistics
provides alternative and model free evidence consistettit miy arguments. This database provides
bilateral trade flows for the f.0.b. (free on board) value xyp@ts between countries and the the c.i.f.
(cost, insurance, freight) value of imports between caesfP This is useful because the ratio of the
c.i.f. value relative to the f.0.b. value provides a dirékhb(gh imperfect) measure of trade costs between
countries, which | will denote as;.2°

To explore these direct measures of trade costs, | ran tiessign: logtij) = dx + bij + pimylog(yi) +
Pexylog(yj). Variablesdy andbij control for distance and shared border as described ind®e¢ti The
key variables are the last two: importer income and expamntayrme per worker.

The estimates gbimy andpexy are 0.05 and-0.08, and both are statistically different than zero. ISthe
estimates were the same, then there would be no systemwticreetry in trade costs. Sing@@x < Pim,

the implication is that poor countries face systematidaiijher costs to export their goods relative to rich
countries. For concreteness, Zimbabwe has 1/10th the imt®rel of the United States. These estimates
imply that Zimbabwe will face a trade cost that is 37 perceghér to export to the United States than
for the United States to export to Zimbabwe. To summarizseldata provide direct evidence consistent
with my arguments.

?5The f.0.b. value is basically the quantity times the pricéhef goods if sold in the exporting country. The c.i.f. valse i
basically the quantity times the price of the goods sold aithporting country. In theory, these values should be based
border prices, i.e., the prices of the goods at each cowrtiorder. In reality, these values are based on final deistmaitices
as Limao and Venables (2001) argue.

26Hummels and Lugovskyy (2006) raise concerns about thelpitigsdf measurement error in these data. To help alleviate
these concerns, | computggas the average over the years 1994 to 1996 for the set of demiimtrmy sample. Furthermore,
| eliminated any values less than 1 implying negative tram#s; and | dropped values equal to 1.10 because this is lile va
the IMF uses to impute missing data on either the f.0.b. dt side.
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1. Other Evidence

Data on policy barriers to trade also support my view of tredsts. Kee, Nicita and Olarreaga (2006)
estimate trade restrictiveness indices from data on baifh éad nontariff barriers for a large set of

developed and undeveloped countries. These indices sumentae multitude of barriers that exist in

a compact format. They find that poor countries systemétitate the highest trade barriers on their
export bundle—similar to the asymmetry in trade costs here.

Moreira, Volpe and Blyde (2008) provide evidence on tramgiimn costs that supports my view of trade
costs. They study transportation costs in Latin Americafardithat the shipping cost to export from a
Latin American country to the United States is 70 percertt@ighan the shipping cost to export from the
Netherlands to the United States. This is in spite of thetfadtthe Latin American countries considered
are closer to the United States than the Netherlands. Mgrertiant, they argue that more than 40 percent
of this difference can be attributed to variables such asstfucture, which policy makers have some
control over.

Finally, policies in poor countries could create this effas well. Export marketing boards are one
possible source of this distortion. These boards place gebdtween the price at which producers sell
goods and the price at which the good is exported. Kruegéiff@md Valdes (1988) argue that these
costs can constitute up to 50 percent of more of the bordee jofi exportables and that these marketing
boards are prevalent in developing countries. Furtherpaomgdifferential treatment of exporters versus
domestic producers could create this effect as well; seed@uet al. (1988) for a variety of examples.

C. Evidence from Trade Liberalizations

To provide more support for my model, | considered the madefplications relative to an observed
trade liberalization. | considered Chile because it hadgelanilateral trade liberalization; beginning in
March 1974, they reduced the average tariff rate from 106guetrto 20 percent in 1977. For the time
period 1983-1985, Chile briefly deviated and increasedntfoum tariff rate to 35 percent, but by 1996
Chile had a uniform tariff rate of 10 percent. Chile contidtie reduce its tariff rate further with a simple
average tariff rate of just under 5 percent in 2667.

Figure6 plots total imports relative to GDP data for Chile over trasne time period from 1960 to 2007.
Note that imports relative to GDP increased from about 8gydrm 1973 (prior to the liberalization) to
nearly 25 percent in 1996 and 28 percent in 2007.

As a test of my model, | performed the following experimeritst | computed the equilibrium for the
model calibrated to 1996 data as described throughout ther pethen changed the calibrated trade costs

27See Corbo (1997) and Edwards and Lederman (1998) for pré+aéi€f data. See the World Bank’s World Trade Indica-
tors (www.worldbank.org/wti2008) for more recent data.
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Figure 6: Chilean Trade Liberalization and Predictions from the Model

for Chile to import goods by the same amount that Chile’s ayertariff rate in 2007, 1984, 1977, and
1973 changed relative to the 1996 level. All other calibotated estimated parameters are kept constant.
With the changes in trade costs, | then recomputed the bguith and studied how much trade changed.
The circles in Figuré summarize these results by plotting Chile’s import to GDt#oria the calibrated
model for the year 1996 and the model’s predicted import td*G&tio when tariffs change.

Overall, the model does a reasonable job predicting theggsain trade when actually changes in policies
are studied. The importance of this exercise is that it speaikny model’s elasticity of trade with respect

to changes in trade barriers, and this same elasticity nmpghe response of income with respect to
trade barriers. Because of the model’'s performance, itipes\vfurther support for my results.

XIl. Conclusion

| have argued that systematically asymmetric trade fmctiare necessary to reconcile both price and
guantity data in a standard model of international tradeitheumore, these asymmetries are quantita-
tively important to understanding cross-country inconféedences. In a sense, my arguments outline a
puzzle that has nontrivial implications: What are thesarasgtries in the pattern of trade between rich
and poor countries? Though direct evidence supports thisrpaf trade costs, | will suggest two routes
to further understand this puzzle that are complementgralian substitutes. One is better theory, i.e.,
some of these frictions may be reduced-form representatbaquilibrium responses to the fundamen-
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tals faced by agents; e.g., the model of Fieler (2007) withhoonothetic preferences is an example. An
alternative route is better measurement. Measuring bélateade flows in value added, exploiting dis-

aggregate trade flows, and disaggregate measures of tatifi@n-tariff barriers are all possible avenues
for future research as well.
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Table 3: Country-Specific Estimates (Benchmark)

R g N g
Country e S.E. PercentCost § S.E. (AA—“IS) Country e S.E. PercentCost § S.E. (’\A—L:S)
United States 540 024 -625 0.54 0.17 1.00| Republic of Korea 3.64 024 —-483 1.00 0.17 0.76
Argentina 1.62 026 —-255 0.69 0.19 1.60| SriLanka 0.98 0.30 -16.3 -1.48 0.22 4.44
Australia 250 025 -36.4 0.11 0.18 1.42| Mexico 1.49 025 —-23.6 0.76 0.18 1.34
Austria 135 0.24 -21.8 0.77 0.17 0.93| Mali —-4.83 0.37 140 0.08 0.24 9.16
Belgium 5.13 0.24 —-60.7 -1.55 0.17 1.21| Mozambique —0.87 0.36 17.0 -2.32 0.23 13.71
Benin —-3.71 041 96.3 -0.25 0.23 10.4DMauritius —-0.26 0.29 4.68 -1.04 0.20 2.47
Bangladesh —-0.43 0.27 8.03 0.54 0.21 2.92 Malawi —3.04 0.36 73.7 -0.71 0.24 10.42
Bolivia —2.61 0.31 60.7 -0.09 0.21 3.83 Malaysia-Singapore 425 0.24 -53.8 -0.33 0.17 1.10
Brazil 221 025 -33.0 1.27 0.18 1.30| Niger —-1.64 0.39 34.7 -2.94 0.25 21.29
Central African Republic —4.04 0.52 109 0.33 0.24  3.46 Nicaragua —3.55 0.34 90.5 0.09 0.21 3.03
Canada 3.32 0.24 —-45.2 0.11 0.17 0.99| Netherlands 438 0.24 -54.38 -0.75 0.17 1.17
Switzerland 219 024 -328 0.75 0.17 0.75| Norway 0.38 0.25 —6.6 0.92 0.18 0.94
Chile 240 0.26 -35.2 -0.39 0.18 1.89| Nepal —3.68 0.34 95.1 0.62 0.24 4.68
China-Hong Kong 440 0.24 -55.0 0.76 0.17 1.85| New Zealand 252 0.27 -36.7 -0.27 0.19 1.39
Cameroon —1.50 0.30 314 -0.43 0.20 4.75 Pakistan 155 0.25 -—-245 -0.01 0.19 3.01
Colombia —-0.45 0.26 8.51 0.63 0.19 2.62 Panama 0.14 030 -25 -1.71 0.20 6.17
Costa Rica —-0.96 0.28 19.0 0.01 0.20 2.51 Peru 0.77 027 -13.1 -0.08 0.20 2.62
Denmark 1.67 024 -26.1 0.81 0.17 0.88] Philippines 1.03 0.26 -17.0 -0.12 0.18 2.44
Dominican Republic —-1.45 0.29 30.1 -0.49 0.21 2.3Q Papua New Guinea —0.53 0.38 10.1 -1.51 0.25 4.20
Ecuador —-1.09 0.29 21.9 0.06 0.20 2.76 Portugal 0.37 025 -6.4 0.61 0.18 1.17
Egypt —2.66 0.27 62.0 1.17 0.19 2.84 Paraguay —2.38 0.31 54.2 0.26 0.21  3.53
Spain 282 024 -40.1 0.53 0.17 1.03| Rwanda —5.76 0.42 184 0.24 0.25 10.17
Ethiopia —-2.45 0.33 55.9 -1.15 0.23 12.76Senegal —2.37 0.33 53.7 -0.36 0.22 4.05
Finland 0.82 0.25 —-13.8 1.39 0.18 0.65] SierraLeone —-1.14 0.38 23.0 -2.01 0.26 6.37
France 3.69 0.24 -—-48.8 0.68 0.17 0.83| El Salvador —2.41 0.31 55.0 -0.64 0.21 4.86
United Kingdom 460 0.24 -56.6 -0.08 0.17 1.12| Sweden 1.86 0.25 -—-28.6 1.07 0.18 0.70
Ghana —-0.51 0.32 9.78 -1.50 0.22 6.01 Syrian Arab Republic —5.55 0.31 174 1.75 022 232
Greece —0.68 0.25 131 0.75 0.18 1.6 Togo —-4.12 0.37 111 -0.49 0.23 7.49
Guatemala —2.28 0.29 51.2 -0.03 0.20 3.83 Thailand 261 026 -37.7 0.15 0.18 1.70
Honduras —2.96 0.32 71.2 -0.46 0.20 4.07 Tunisia —2.26 0.29 50.9 129 021 1.23
India 1.86 0.25 —28.6 1.24 0.18 2.11| Turkey —0.13 0.25 2.41 1.23 0.18 1.75
Ireland 254 024 -36.9 -0.33 0.18 0.90| Uganda —-3.35 0.36 83.6 -0.27 0.24 6.29
Iran —-2.35 0.31 53.4 1.20 0.23 2.98 Uruguay 0.14 0.28 -251 -0.31 0.20 2.04
Israel 1.78 0.27 -27.6 -0.01 0.20 1.30| Venezuela —-0.19 0.29 3.43 -0.16 0.20 3.38
Italy 3.48 0.24 —46.9 0.85 0.17 0.76| South Africa 224 024 -334 0.16 0.17 1.97
Jamaica —2.04 0.30 44.8 -0.50 0.19 2.77 Zaire (DRC) —-0.68 0.32 13.2 -0.57 0.22 4.59
Jordan —2.22 0.32 49.5 -0.01 0.22 2.81 Zambia —-0.79 0.34 15.3 -1.05 0.24 4.23
Japan 435 024 -546 1.44 0.17 0.59| Zimbabwe —-1.73 0.29 36.8 0.14 0.20 3.64
Kenya -0.82 0.27 16.0 -0.58 0.19 7.34

The parameters were estimated by OLS. For an estimated ptedinthe implied percentage effect on cost is lOOe*eB— 1). Technology parameters;, are

recovered as detailed in Sectigrand6 = 0.18.



Appendix

A. Alternative Trade Models and Asymmetric Trade Costs
1. Anderson and van Wincoop (2003) Model

The model of Anderson and van Wincoop (2003) generates iequ@). To do so, assume that each
country has constant returns technologies with competftimns producing a good which is defined by
its country of origin, i.e., the Armington assumption. Th@ssumptions imply the unit cost (and price)
to deliver a countryj good to countryi is pjj = TijTjﬁCj. Herec; is the cost of inputs to produce one

1
unit of the countryj good andrl j"*l is total factor productivity in country.

Preferences are equally simple. Each country has symnoeinstant elasticity preferences over all the
(country-specific) goods with common elasticity of sulgittn o. The key result from this simple model
are the expenditure shares
Tj(tijc)t 7
X”: NJ('] J) . (16)
> Ti(mjey)'™?

(=1

The right-hand side is countiig imports from country] divided by country’s expenditure on all traded
goods. The left-hand side relates the trade cost courfages to import a good from countijyand
country j’s unit cost of production relative to the sum of the priceslgar imported good$®

Given preferences, each country faces the following priceadable goods for each country

o-1

PR =Y ﬁTe(Cﬂie)l_ol : (17)
=

Dividing equation 16) with the analogous equation for countrg expenditure on country goods and
noting the relationship between the denominator of eqodtié) and the price index in equatiod)
results in the following relationship:

Xi' - P. 1-0
x_,-],- — rilj 0% (E:) . (18)

This is the same expression as #) (elating the bilateral trade shares to trade costs andetlagive
aggregate price of tradables.

28Anderson and van Wincoop (2003) call the tedPnnward multilateral resistance because it is a summary uteas the
difficulty for countryi to import.
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2. Melitz (2003)/ Chaney (2008) Model

As shown in Chaney (2008) and Helpman, Melitz and Rubing@&d08), the Melitz (2003) framework
can easily generate a “gravity-like” expression. As | shareh these frameworks generate a relation-
ship similar to equatiord), which would yield the same conclusions as Sectlbpeven though these
frameworks have fixed costs and firms have market power. Betmmerate the results from the model
of Chaney (2008%°

The key components of this model are as follows: Each courasyCES preferences over a measure of
differentiated goods (determined in equilibrium) with araoon elasticity of substitutioa. To produce

a good for country in country j, firms face a variable cost per quantity shippq% and a fixed cost;j

in units of the numeraire. The productivity levelare specific to the firm and modeled as an idiosyncratic
random variable drawn from a Pareto distribution with shegmameteyw,

G(z)=1-Tiz".

As in Helpman et al. (2008) and Chaney (2008), | assumeythatr — 1. Finally, firms are monopolistic
competitors, and there is an unbounded measure of potentraints.

This formulation generates the following expression fa $hare of country expenditures on imports

from countryj:
2 =)
Tj (¢jTij) y(;—lj)

fie

TN B “Y(gt1y)’
ngf(CeTif) Y (Y)

wherey; is total expenditures in country Similar to the approach above, note that the aggregate pfic
tradables in countryis

Xij

<=
<=

-
] . (19)

N B fi s *V(ﬁ*
R=k ; Ty (CeTie) y(v)
| i

Using this fact and dividing the analogous equation for ¢ouii's share of expenditures on countyy

2%Helpman et al. (2008) generate nearly the same expressampesor the complications associated with the truncated
Pareto distribution for productivity.
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goods yields the following expression:

X f”vx<ﬂ)_y, (20)

Xjj R
Y, (721-3)
(o)

1
fi; (=1~
where fjj = Tjjx | —
fij
which is the similar to equatiord), but now what was one represented by variable trade costsnsa
mixture of the variable trade costs, the relative fixed cbstsveen the two markets, and market size.

<l
—

Note that in this model, countries consume different vegsedf goods. Hence, the price index in equation
(19) is not comparable across countries. The data that | usasm#per are a common basket price
index, which is the same across countries. Thus, an adjustmeeds to be made because the objects in
the model and the data do not correspond.

| will make an adjustment in the model by asking, if countrpurchases the same basket of goods as
the United States, than what would its price index be? | wa# the basket in the United States as the
reference basket, but using any country will generate timesasults. The key is that we want to compute

a common basket price index for all countries.

To implement this concept, | will assume that the fixed costsraultiplicatively decomposable, i.e.,
fij = fi x f; and fj = fj x fj. With this assumption, one can show how country-specificepimdices
relate to country-common basket price indices:

fnYus) (%7%’)

o-1
P,=(P¥S) v 21
G @)
Then using equatior2Q) and substituting it into equatio) yields the following expression:
1-o
Xj -y F)iuS
X—jj = Tij X ﬁ , (22)

which relates bilateral trade shares to relative aggrggates of a common basket, variable trade costs,
and bilateral trade shares. The only difference is thattinespterm on the variable trade costs is different
from the power term on relative prices. Despite this diffies as long ag > 1 andy > 0 — 1 (which the
model requires), the same conclusions from Sedlioapply: to account for both bilateral trade shares
and aggregate prices, trade costs must be systematicathnaestric with respect to development. Thus,
my arguments about the structure of trade costs throughsupaper may be interpreted more generally.
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B. Measuring Income per Worker in the Model as in the Data

Real GDP or income per worker is an important object of irgerd@his section describes my concept
of real GDP in the model as measured in the data— specificgally, GDP in benchmark years of the

Penn World Table (PWT). Feenstra, Heston, Timmer and De@@A(Rprovide a very useful description

of the mechanics behind the construction of real GDP in th& Padd my presentation borrows from

their analysis. First, the PWT collects GDP in current @ifrem each country’s statistics agency. In the
model, nominal GDP (in per worker terms) is

p/ci +ex —im, (23)

wherep%’ is the price of the final good produced in country; is the quantity of the final good, areg;
andim; are nominal exports and imports, i.e., nominal final expemes plus net trade balance at current
prices. The PWT then uses the Geary-Khamis system to corfygfiéeence prices’iy for each good
and the purchasing power paritie®R for each country used to deflate2d). Since there is only one
final good, the Geary-Khamis system is the following set afaipns:

m= (lil Iﬁ%) (%c,)_ and PPP; = (p;]c—?>

For a unigue solution, some normalization is necessaryin§et = 1, it is straightforward to show that
PPPR, for countryi equalspiy, or the price of the final good. This results in the flowing défm of real
GDP per worker:

i —1
Ci-l—ex| ymi.
&

With balanced trade, the last term equals zero. Notice Heahét trade balance is deflated by the price

index for domestic absorbtion. This is actual contrary ®@aklvice of the United Nations 1993 System

of National Accounts. They advise that the net trade baldecdeflated with both export and import

price indices. Hence, the PWT measure of real GDP is morelgloslated to gross domestic income

or command-basis GDP as defined in the United Nations 199@&ysf National Accounts. Imposing

market clearing and balanced trade, real GDP per worker imagel—as measured in the PWT—is,
W ik

y'——+—,
e

in which income from wages and capital are deflated by eachtogsi final goods price.
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C. Derivation of a Useful Representation of Income per Worke

Suppressing some notation and rearrang®)gysing (), and the fact that the rental rate on capital is
pinned down by the expression= ﬁwiki‘l provides an expression for each country’s home trade
share:

KoPuf P 7
Xi = () : (24)
P; oy

Further rearrangement d24) provides the expression

(5)-v(2)e

in which wages, deflated by the intermediate goods priceadumction of each country’s home trade
share and its capital-labor ratio.

Given the definition of real income per worker defined abowkw@sing a representative firm’s first-order
conditions determining the rental rate as a function of thgay | express income per worker as a function
of only the wage and the final goods price:

1 w

Yi = ma (26)

Since my interest is only in relative income differences)stant terms are abstracted from. Combining
the expression for the price of final goods a@@)( real income per worker is expressed as

N\ 1-Y

Wi

Yi = (—(;) k. (27)
b

Combining equation25) and @7), real income per worker is now

—6(1-y) 6(1-y)

=X T A K @9

Here real income per worker is only a function of each cousmtngme trade shark;;, its technology
parameten;, and its capital-labor ratio.

D. Zeros

An implication of the Eaton and Kortum (2002) framework istthin aggregate, every country should
purchase some nonzero amount of goods from all other cesntin fact, the bilateral trade matrix has
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many recorded zeros. For the sample considered there &@ pg3sible trading combinations; 1,610
(27 percent) show no trade at all. This presents both an astimissue and a computational issue.

Regarding the estimation, | will omit any zero observed érldws from the estimation of equation
(8). This has been a standard approach in the empirical tréefatlire. Santos-Silva and Tenreyro
(2006) propose a Poisson pseudo-maximume-likelihood (PP&dtimator to alleviate any bias from the
log-linear specification in equatio)(due to the presence of heteroskedasticity and the omisgion
zero observed trade flows. | employed their technique ofmeging the gravity equation in levels and
including zero observed trade flows, and found that the ggadine results and counterfactual exercises
do not differ dramatically relative to using ordinary leagtiares. This does not contradict their findings.
Consistent with their results, | find that OLS exaggeratedditance elasticity, suggesting that the bias
they emphasize is present. For example using PPML, the mage effect on cost is 129, 140, 141, 177,
223, and 263 percent for each distance category. Companabte2, shorter distances are more costly
and longer distances are less costly relative to OLS. Thisnsistent with the lower distance elasticity
Santos-Silva and Tenreyro (2006) find when using PPML reddt OLS.

Helpman et al. (2008) particularly focus on zero trade flols|ding on the model of Melitz (2003)
with fixed costs and firm heterogeneity. When firm-level piitlity is drawn from a truncated Pareto
distribution, they can deliver zero trade flows between tgupairs. Their results suggest that any bias
arising from the omission of zero trade flows is quantitdgigenall.

Regarding the computation, when computing equilibriuragsiand counterfactuals, | will set trade costs
for the instances in whiclXj is zero to an arbitrarily large value to approximate whatespp to be a
trade cost of infinity.

E. Technology Heterogeneity: Evidence

A concern is that the distributional assumptions generaggausible differences in productivity at the
micro or good level. This is important because the degredspfedsion in productivity affects the re-
sponse of aggregate TFP and income differences as tradeatwstge. In this section, | argue that the
dispersion in productivity implied by my model is reasormabhd conservative based on the available
empirical evidence.

To make this argument, | first performed the following exseci | assumed that there were 100,000
goods and generated a productivity ternf for each good from the calibrated distribution for the Udite
States, United Kingdom, and Uganda. | then asked two guesti@® how much doezi‘e vary within

a country? and (ii) For a given good, how much dqg% differ relative tozgg% or zl]ke? After recording
various measures of dispersion, | repeated this processiri@8. Table4 reports the means of these
measures across the simulations.
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Table 4. Dispersion in Productivity

Model: Variation Within Countries, Across Goods

U.S. U.K. Uganda
Estimated\ &/A° — 1.10 6.30
Simulated mean relative to U.$. — 1.12 6.30
99— 1 ratio ofz? 3.04 3.04 3.04

Model: Variation Within Goods, Across Countries

U.S. / UK. U.S. / Uganda
99th percentile O(Zus/zj)_e 2.58 14.5
1st percentile ofzs/ z; )’9 0.48 2.73

1. Variation Within Countries

The top panel of Tablé reports the degree of variation in productivity within a nby. For all countries,
the ratio of productivity in the top 99th percentile over thettom 1th percentile is about a factor of 3.
This value is only a function o, with increases i increasing the difference between percentiles.

Relative to the available evidence, Talllshows my model implies a degree of dispersion in produgtivit
that is conservative. For example, Hsieh and Klenow (208irg)loy plant-level data from China, India,
and the United States and construct estimates of TFP atdhelplel. My point of comparison is what
they call “TFPQ”, which is most closely related to how | woutteasure TFP given my model. They
report a dramatic amount of dispersion in TFP. For exampkeyatio of the 90th percentile to the 10th
percentile in China in 1998 is 15.18—10 times the amount sfpelision in my model. In India in 1998,
this same ratio is 31.18—20 times the amount of dispersiomyimodel. Measuring TFP at this level is
difficult and comes with many caveats; however, this evidesuggests that amount the of dispersion in
productivity implied by my model is very conservative.

2. Variation Across Countries

The bottom panel of Tablé reports the variation across countries in productivityriodoce a particular
good. For example, compare the productivity to produce t#@nais shoes in the United States, United
Kingdom, and Uganda in the model. The top row presents thie P8tcentile of the distribution of
relative productivities between countries to produce #maesgood. For the 99th percentile, the United
States is 2.58 times more productive than the United Kingdoioh 14.5 times more productive than
Uganda to produce the same good. The bottom row presentttpertentile. Here, the United Kingdom
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is 2 times more productive than the United States and Ugan@4 itimedess productive than the U.S.
to produce the same good.

Again, this degree of dispersion in TFP across countriegnservative relative to available empirical ev-
idence on the variation in productivity within industriesass developed countries. Baily and Gersbach
(1995) show that value added per worker within the same naatwiing industries varies by as much
as a factor of 3 between the United States, Japan, and Gerimamg early 19908° And they argue
that differences in the use of physical capital playeddittle in explaining these differences. Relative
to the bottom panel of Tablé, this suggests that between rich countries | am slightlyewstdting the
dispersion in productivity differences.

Because even the best producer in the poor country is s#tlnd timesless productive than the United
States, | am again understating the dispersion in prodtyctiifferences relative to the evidence. There is
less micro-evidence regarding poor countries, but a théeeimerges is that some firms in poor coun-
tries are as productive as firms in rich countries. Baneneeluflo (2005) discus evidence from India
on TFP at the industry level from the McKinsey Global Ind&t(?001). Banerjee and Duflo (2005) high-
light the fact that the best firms in several of the manufaetuindustries studied are basically using the
global best practice technologies. Lewis (2004) argueghimsame pattern prevails in other developing
countries such as Brazil, Russia, and Korea. Though thesfothis paper is not in manufacturing, La-
gakos (2008) provides evidence for the retail sector tleattbst productive firms in developing countries
are nearly as productive as the firms in developed countries.

F. Alternative Distributional Assumptions

In this section, | consider alternative distributionalaeptions and their quantitative implications.

Without making the distributional assumptions, the modsék analytical expressions mapping the data
to parameters of the model, i.e., trade costs and technplaggmeters. To solve the model under alter-
native distributional assumptions, | employed the follogvapproach. First, | assumed there was a large
number (100,000) of potentially tradable goods. For eaecinty, good-level efficiencies were drawn
from the country-specific distribution and assigned to tloelpction technology for each good. Then, for
each importing country, the low-cost supplier across avesis found for each good and the aggregate
bilateral pattern of trade is computed. In the examplesvigdlassume there are only 10 countries and
adjusted the data under the assumption that these are theoomitries in the economy. | did not consider
the full 77-country example because of the computationaldruassociated with estimating/calibrating
the model.

| considered two alternative distributional assumptidgis log-normal distribution with country-specific
center parametey; and common parameter and (ii) Pareto distribution with country-specific center

30see Parente and Prescott (2002) for a nice discussion ahtidence.
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termk; and common shape parameterBecause the common parameterandv play roles similar to
that of @, | calibrated them for these examples such that all modeis thee same coefficient of variation.

| calibrated the country-specific parametaus@r ;) andex; for each country and common parameters
relating to the effects of distance and shared borders tdfibdse data. For comparison purposes, | used
the same approach in the benchmark case with a Fréchebdigin rather than exploiting its analytical
convenience.

Table 1: Alternative Distributional Assumptions

Model Fit

Distribution M.S.E. vaflog(y)) VYeo/Y10
Data — 1.98 25.11
Fréchet (benchmark) 1.99 1.43 17.04
Log-normal 2.12 1.47 17.96
Pareto 2.25 1.53 19.25

Gain from Trade, T=1
MeanAy (%) var(log(y)) Yoeo/Yi0

Fréchet (benchmark) 68 0.82 8.10
Log-normal 43 1.12 11.58
Pareto 69 0.86 8.82

The top panel of Tablg presents some summary measures of the fit. The first colue méan squared
error between the data and model in logs. The second andcthlinchns report the implied difference in
income per worker across the two scenarios. In terms of tloé tite data and measures of dispersion in
income per worker, all three models perform similaly.

The bottom panel of Tablg presents the average increase in income per worker afteviagall trade
costs, the variance in log income per worker, and the 90/t0 maincome per worker. Between the
Fréchet and Pareto case there is little difference in tla@agé across all three measures. Both generate
reductions in cross-country income differences of appnately 44 percent. The log-normal distribution
results in less reduction in cross-country income diffeesr—approximately a 24 percent decline in the
variance of log income per worker. As the log-normal casesitiates, the distributional assumptions ob-
viously play a role. More research is needed on the impbaoatof alternative distributions and evidence
supporting these assumptions. But in all these cases, pootrees gained the most from reductions in
trade costs, thus reducing cross-country income diffeagnc

31For reference, had | used the analytical convenience wHimating the economy with the Fréchet distribution, thean
square error would have been 1.31, the variance in log ingeneorker 1.62 and the 90/10 ratio 25.76.
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