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A. **Introduction**

Application of the stock adjustment model to the study of inventory behavior frequently produces parameter estimates which imply implausibly low speeds of adjustment of actual to target inventories. For example, Feldstein and Auerbach's estimated parameters [1976] imply that firms take almost 19 years to close 95 percent of the gap between actual and desired inventory stocks. Application of the stock adjustment model to other areas—for example, money demand—also yields implausibly low estimates of speeds of adjustment.

One explanation of these anomalous results is that they reflect the effects of temporal aggregation bias (for other explanations, see Bienenbaum [1984] and Goodfriend [1985]). The stock adjustment literature typically assumes that the interval of time separating economic decisions corresponds to the interval of time separating the observations available to the econometrician. Zellner [1968] and Mundlak [1961] showed theoretically that if this is longer than appropriate, then the econometrician could be led to understate the speed of adjustment. This is consistent with the experience of Bryan [1967], who applied the stock adjustment model to bank demand for excess reserves. Bryan found that when the model was applied to weekly data, the estimated time to close 95 percent of the gap between desired and excess reserves was 5.2 weeks. When the model was applied to monthly time aggregated data, the 95 percent closure time was estimated to be 28.7 months. Bryan's results, which can only be due to temporal aggregation bias, reinforce the view that temporal aggregation could account entirely for the anomalous results reported by Feldstein and Auerbach [1976].
We propose to investigate empirically whether temporal aggregation bias can account for the slow speeds of adjustment typically found in studies of inventory behavior. We plan to do this by estimating a continuous time version of the stock adjustment model, and to compare the speed of adjustment implied by the parameter estimates with those reported in the literature. We plan to formulate a general equilibrium model of employment, inventories, and output which implies a continuous time version of the stock adjustment model studied in the literature. In this way, we will have an explicit economic rationale for the stock adjustment model.

In addition to shedding light on the anomalous findings in the stock adjustment literature, we expect that our project will make several other contributions as well. First, we will supply a completely worked example of estimating a rational expectations equilibrium model in continuous time. We hope that other researchers will find this useful in applying continuous time estimation techniques. Second, if the evidence suggests that the continuous time model performs better than a discrete time equivalent, then we plan to perform a formal non-nested test of the continuous time model versus the discrete time model. Non-nested testing in the empirical/macroeconomics/time series context is in its infancy, and we think it would be useful if more of this were done. (See Singleton [1984] for a contribution.) Third, we plan to use the model to provide a concrete example of some of the pitfalls of interpreting moving average representations obtained by estimating time series models unrestricted by economic theory. In doing so, we will be illustrating points made at the theoretical level by Hansen and Sargent [1982].
Section B presents an example of the kind of model we plan to formulate and estimate. There it is shown in what sense the model implies the stock adjustment model studied in the literature. Also, we indicate how we plan to carry out non-nested testing. In Section C we show how we plan to estimate the parameters of the model. In Section D we indicate how we plan to go about illustrating the pitfalls of interpreting moving average representations obtained from unrestricted time series models.

B. The Model

We consider a model of employment, inventories, and output which is similar to the general equilibrium model of employment that appears in Sargent [1979 Chapter XVI, Section 3]. As shown below, the model implies a continuous time version of the stock adjustment equation for inventories that appear in the literature.

We assume a representative household which chooses \{s(t), N(t); t \geq 0\} to maximize

\begin{equation}
E_t \int_0^\infty e^{-r\tau} [u(t+\tau) s(t+\tau) - \frac{A}{2} s(t+\tau)^2 - N(t+\tau)] d\tau,
\end{equation}

subject to

\begin{equation}
P(t)s(t) = N(t) + \pi(t).
\end{equation}

Here,

- $E_t$ = linear least squares projection operator, conditional on time $t$ information set,
- $u(t)$ = disturbance to marginal utility of consumption, with second moment properties specified in Section C below,
- $s(t)$ = consumption of the one commodity,
\( N(t) = \) employment,  
\( P(t) = \) price of the one commodity, denominated in labor units,  
\( \pi(t) = \) lump sum dividend earnings of the household, denominated in labor units, and  
\( A, r = \) positive constants.

Solving (1) yields the following inverse demand function:

\[
(2) \quad P(t) = -As(t) + u(t).
\]

The representative firm's profit function is

\[
(3a) \quad E_t \left\{ \int_0^\infty e^{-rt} \pi(t+\tau) d\tau \right\},
\]

where

\[
(3b) \quad \pi(t) = P(t)s(t) - N(t) - \frac{b}{2} [s(t) - cI(t)]^2 - v(t)I(t) - \frac{a}{2} I(t)^2.
\]

In (3b), \( P(t)s(t) \) represents total revenues at time \( t \), and \( N(t) \) is the wage bill incurred in producing time \( t \) output, \( Q(t) \). The third term to the right of the equality in (3b) reflects the idea that there are costs, denominated in units of labor, allowing inventories to deviate from some proportion of sales. (See, e.g., Blanchard [1983, p. 378].) Finally, the last two terms in (3b) represent costs of holding inventories. There, \( v(t) \) represents a disturbance to the marginal cost of holding inventories. Its second moment properties are described in Section C.

We assume the following production function for \( Q(t) \):

\[
(4) \quad Q(t) = \left[ \frac{2}{a} N(t) \right]^{\frac{5}{2}}
\]
In (3) and (4), r, a, b, c, and e are positive constants. The link between current production, inventories, and sales is given by

(5) \[ Q(t) = s(t) + DI(t). \]

Substituting (4) and (5) into (3b), we get

(3b)\': \[ \pi(t) = \int s(t) - \frac{a}{2} [s(t) - DI(t)]^2 - \frac{b}{2} [s(t) - CI(t)]^2 \]
\[ - v(t)I(t) - \frac{e}{2} I(t)^2. \]

The objective of the representative firm at time t is to choose DI(t+\tau), Q(t+\tau), and s(t+\tau); \tau > 0 to maximize (3) subject to (4), (5), (13), I(t) given, and beliefs about the law of motion of aggregate s(t). In a rational expectations equilibrium, these beliefs are self-fulfilling. Sargent [1979, p. 375] describes a simple procedure for finding rational expectations equilibria in the linear quadratic, discrete time context. The discussion in Hansen and Sargent [1980] spells out precisely how Sargent's solution procedure [1979] can be modified to accommodate our continuous time setup. Briefly, the procedure is as follows. Write

(6) \[ F[I(t), DI(t), s(t), v(t), P(t), t] = e^{-rt} \pi(t), \]

where \( \pi(t) \) is defined in (3b)'. Then, the objective of the firm at time t is to

(7) \[ \text{maximize} \int_0^\infty F[I(t+\tau), DI(t+\tau), s(t+\tau), v(t+\tau), P(t+\tau), \tau] d\tau \]
\[ \text{DI}(t+\tau), s(t+\tau) \]
\[ \tau > 0 \]
subject to \( I(t) \) given. The solution to this problem is simplified by exploiting the property to certainty equivalence. Accordingly, we first solve a certainty version of (7) in which future random variables have been replaced by their conditional mean. Then we use a continuous time version of the Wiener-Kolmogorov forecasting formula to express the conditional expectations in terms of observed variables. Standard control theory results inform us that if boundary conditions can be ignored, then the optimal path for \( I(t) \) and \( s(t) \) satisfies the following conditions:

\[
(8a) \quad \frac{3F}{3s(t)} = 0
\]

\[
(8b) \quad \frac{3F}{3I(t)} = D \frac{3F}{3DI(t)}
\]

These imply respectively:

\[
(9a) \quad P(t) = (a+b)s(t) - aDI(t) + bcI(t) = 0
\]

\[
(9b) \quad aD^2I(t) - raDI(t) - (c^2b+e)I(t) + aDs(t) + (cb-ra)s(t) = v(t)
\]

In rational expectations equilibrium, \( P(t) \) must satisfy (2).

Substituting this into (9a) and rearranging

\[
(10) \quad s(t) = \left( \frac{-a}{a+b+A} \right) DI(t) + \left( \frac{bc}{a+b+A} \right) I(t) + \left( \frac{1}{a+b+A} \right) u(t).
\]

It is convenient to collapse (9b) and (10) into one differential equation in \( I(t) \). Substituting for \( s(t) \) and \( Ds(t) \) in (9b) from (10) get

\[
(11a) \quad \{b^2-rD-k\}I(t) = \frac{a + b + A}{a(b+A)}[v(t) + \frac{ra-cb-ad}{a+b+A} u(t)],
\]

where

\[
(11b) \quad k = \frac{a + b + A}{a(b+A)} \left[ \frac{bc[a+A]+ra}{a+b+A} + e \right].
\]
Alternatively,

\[(12a) \quad (D-\lambda)[D-(r-\lambda)]I(t) = \]

\[
\frac{a + b + A}{a(b+A)} u(t) - \frac{1}{(b+A)^2} \int_0^t \left[ \frac{1}{a} (bc-ra) + D \right] u(t) dt,
\]

where

\[(12b) \quad \lambda = \frac{1}{2} r + [k + \frac{1}{4} r^2]^{1/2}.\]

Since \( k > 0 \), it follows from \(12b\) that \( \lambda > 0 \) is real. Moreover, it is easy to verify that \( r - \lambda = \frac{1}{2} r - [k + \frac{1}{4} r^2]^{1/2} < 0 \). (To see this, consider \( f(k) = \frac{1}{2} r - [k + \frac{1}{4} r^2]^{1/2} \) and note that \( f(0) = 0 \), and \( f'(k) < 0 \) for \( k > 0 \).) Solving the stable root \( r-\lambda \) backward and unstable root \( \lambda \) forward in \(12a\), get

\[(13) \quad DI(t) = (r-\lambda)I(t) - \frac{a + b + A}{a(b+A)} \int_0^t e^{-\lambda \tau} E_{E_t} v(t+\tau) d\tau \]

\[
+ \frac{1}{(b+A)^2} \int_0^t e^{-\lambda \tau} E_{E_t} \left[ \frac{1}{a} (cb-ra) + D \right] u(t+\tau) d\tau
\]

\[= (r-\lambda)I(t) - \frac{a + b + A}{a(b+A)} \int_0^t e^{-\lambda \tau} E_{E_t} v(t+\tau) d\tau \]

\[= \frac{1}{b + a} u(t) + \frac{1}{b + a} \int_0^t e^{-\lambda \tau} E_{E_t} u(t+\tau) d\tau
\]

Substituting \(13\) into \(10\),

\[(14) \quad s(t) = \frac{bc - a(r-\lambda)}{a + b + A} I(t) + \frac{1}{b + A} \int_0^t e^{-\lambda \tau} E_{E_t} v(t+\tau) d\tau \]

\[+ \frac{1}{(b+A)(a+b+A)} \int_0^t e^{-\lambda \tau} E_{E_t} \left[ \frac{1}{a} (cb-ra) + D \right] u(t+\tau) d\tau
\]

\[+ \frac{1}{a + b + A} u(t)
\]
The solution to the certainty equivalent version of (7) is given by (13) and (14). The solution to the stochastic problem is complete once the forecasting problems in (13) and (14) have been solved. We do this in Section C. First, we derive the stock adjustment model implicit (13) and (14).

Let \( I^*(t) \) be the level of industrywide inventories such that if \( I(t) = I^*(t) \), then \( DI(t) = 0 \). \( I^*(t) \) is taken to be the time \( t \) level of "desired" or "target" inventories. By (13),

\[
I^*(t) = \frac{a + b + A}{(r-\lambda)a(b+A)} \int_0^\infty e^{-\lambda \tau} E_t \nu(t+\tau) d\tau \\
- \frac{1}{(r-\lambda)(b+A)} \int_0^\infty e^{-\lambda \tau} E_t [\frac{1}{a}(cb-ra) + D] u(t+\tau) d\tau
\]

Substituting (15) into (13), we get the stock adjustment model:

\[
DI(t) = \alpha(I^*(t) - I(t)),
\]

where \( \alpha = (\lambda - r) > 0 \).

We require a measure of "speed of adjustment" which can be compared with similar measures in the literature. In order to make this concept precise we imagine, counterfactually, that movements in \( I^*(\tau) \) can be ignored over an interval \( \tau \in (t,t+1) \), i.e., \( I^*(\tau) = I^*_t \) for \( \tau \in (t,t+1) \). In this case, the solution to (16) is

\[
I^*_t - I(t+1) = e^{-\alpha}(I^*_t - I(t)),
\]

or, after adding \( I(t) - I^*_t \) to both sides,

\[
(t+1) - I(t) = (1-e^{-\alpha})(I^*_t - I(t)).
\]
Thus, the amount of a given gap between target inventories, $I^*_t$, and $I(t)$ that is closed in one period is $T = 1 - e^{-\alpha} = [I(t+1)-I(t)]/[I^*_t-I(t)]$. Our intention is to obtain an estimate of $T$ by jointly estimating the parameters of the model. Our plan is to compare our estimate of $T$ with those reported in the literature. For example, Feldstein and Auerbach’s estimate of $T$ is .06 [1976 p. 366], which implies that firms only reduce 6 percent of a gap between actual and desired inventories in one quarter. As they emphasize, their estimate of the speed of adjustment is implausibly low.

The theoretical argument advanced in Zellner [1968] draws attention to the possibility that Feldstein and Auerbach’s anomalous results are due to temporal aggregation bias. They make the assumption that the interval of time separating the economic decisions of agents is one quarter, whereas it seems plausible that decisions of the representative agent are in fact made over a finer interval. If this is the case, and the agent makes decisions in continuous time, then our estimate of the speed of adjustment will not be distorted by temporal aggregation bias.

If Zellner’s conjecture is confirmed, then we plan to proceed one step further and carry out a formal hypothesis test of the null hypothesis that the continuous time model is true, against the discrete time alternative. The test we have in mind is a Cox-type test [1961] constructed to take into account our vector time series context. In separate work, we hope to generalize this to the vector case. (Other work, such as that of Pesaran and Deaton [1978], does not apply to the time series context. Walker [1967] develops the theory for the scalar time series context.) Even if the latter effort fails, we can still compute
the Cox statistic and present it as a model diagnostic statistic. The computations required for this are described and applied in Christiano [1984].

C. The Reduced Form of the Model

We assume that \( u(t) \) and \( \{v(t)\} \) are covariance stationary with the following continuous time Wold representation:

\[
\begin{pmatrix}
    u(t) \\
    v(t)
\end{pmatrix} =
\begin{bmatrix}
    h_1 + d_1 \\
    h_2 + d_2
\end{bmatrix} t
\begin{pmatrix}
    \psi(D) & 0 \\
    0 & \phi(D)
\end{pmatrix}
\begin{pmatrix}
    \varepsilon_1(t) \\
    \varepsilon_2(t)
\end{pmatrix}
\]

where \( \varepsilon(t) = [\varepsilon_1(t), \varepsilon_2(t)]^T \) is the continuous time vector of linear least squares innovations in \( u(t), v(t) \) with \( E\varepsilon(t)\varepsilon(t-\tau)^T = \delta(\tau)V \), where \( \delta \) is the Dirac delta function. Also, \( \psi \) and \( \phi \) are rational polynomials in the time derivative operator \( D \), and are assumed to be analytic in the (open) right half of the complex plane. Further restrictions will be placed on \( \psi \) and \( \phi \) below.

The forecasting problems in (13) and (14) have the following solutions, as proved in Hansen and Sargent [1980]:

\[
\int_0^\infty e^{-\lambda\tau} E_t \left[ \frac{1}{a}(cb-ra)+D \right] u(t+\tau) d\tau =
\]

\[ F(D)\varepsilon_1(t) + \left[ \frac{1}{a}(cb-ra)h_1 + d_1 \right] \frac{1}{\lambda} + \frac{1}{a}(cb-ra)\frac{d_1}{\lambda^2} + \frac{1}{a}(cb-ra)\frac{d_1}{\lambda} t \]

\[
\int_0^\infty E_t e^{-\lambda\tau} v(t+\tau) d\tau =
\]

\[ \left[ -\frac{\psi(D) + \phi(\lambda)}{D-\lambda} \right] \varepsilon_2(t) + \left( \frac{h_2}{\lambda} \right) + \left( \frac{d_2}{\lambda^2} \right) + \frac{1}{\lambda} d_2 t, \]

where

\[
F(D) = \frac{-\left[ \frac{1}{a}(cb-ra)+D \right] \psi(D) + \left[ \frac{1}{a}(cb-ra)+\lambda \right] \phi(\lambda)}{D-\lambda}
\]
Substituting (19) and (20) into (13) and (14), and rearranging yields

\[
\begin{pmatrix}
I(t) \\
\varepsilon(t)
\end{pmatrix} = f + gt + C(D)\varepsilon(t)
\]

(21a)

where, \(f\) and \(g\) are 2 x 1 element vectors whose elements are functions of \(a, b, c, e, A, r, h_1, h_2, d_1, d_2\). Also,

\[
C_{11}(D) = \frac{F(D)}{(b+A)(d-A)}[D-(r-\lambda)]
\]

\[
C_{12}(D) = -\frac{a+b+A}{a(b+A)[D-(r-\lambda)]}[\frac{-\phi(D)+\phi(\lambda)}{D-\lambda}]
\]

(21b)

\[
C_{21}(D) = (\frac{-a}{(b+A)(a+b+A)}[D-\frac{bc}{a}])F(D) + \frac{\psi(D)}{a+b+A}
\]

\[
C_{22}(D) = (\frac{-a}{b+A})[D-\frac{bc}{D-\lambda}] [\frac{-\phi(D)+\phi(\lambda)}{D-\lambda}].
\]

It is easy to verify that there are no restrictions across the elements of \(f, g,\) and \(C(D)\).

We do not have observations on \(\{I(t), s(t)\}\), but on \(\{I(t), \bar{s}(t)\}\), where \(\bar{s}(t)\) is \(s(t)\) averaged over the unit interval. In order for our statistical model to make sense, we require that \(\{I(t), \bar{s}(t)\}\) be a physically realizable stochastic process. This places restrictions on \(\phi\) and \(\psi\) in (18), which we now discuss. Realizability of \(\{I(t), \bar{s}(t)\}\) requires:

\[
\lim_{|s| \to \infty} C_{11}(s) = \lim_{|s| \to \infty} C_{12}(s) = 0
\]

\[
\lim_{|s| \to \infty} |C_{21}(s)| < \infty, \quad \lim_{|s| \to \infty} |C_{22}(s)| < \infty.
\]
Examination of (21b) reveals that the latter imply the following restrictions on \( \phi \) and \( \psi \):

\[
\phi(D) = \frac{\gamma_0 + \gamma_1 D + \cdots + \gamma_{m+1} D^{m+1}}{a_0 + a_1 D + \cdots + a_{m-1} D^{m-1} + D^m} = \frac{\chi(D)}{a(D)},
\]

\[
\psi(D) = \frac{\delta_0 + \delta_1 D + \cdots + \delta_n D^n}{\beta_0 + \beta_1 D + \cdots + \beta_{n-1} D^{n-1} + D^n} = \frac{\delta(D)}{\beta(D)},
\]

where \( m, n > 0 \). (Earlier, we imposed the restriction that \( a(s) = 0 \) implies \( \text{Re}(s) < 0 \), \( \beta(s) = 0 \) implies \( \text{Re}(s) < 0 \).) Since \( \gamma_m, \gamma_{m+1}, \) and \( \delta_n \) are permitted to be non-zero in the above expressions, \( u(t) \) and \( v(t) \) are permitted to be non-realizable stochastic processes. This in turn gives rise to the possibility that \( s(t) \) and \( P(t) \) are not realizable (see, for example, (2) and (10)). In interpreting this note, in any case, \( s(t), P(t), u(t), \) and \( v(t) \) are realizable after they have been integrated over an arbitrarily short interval.

The extensive cross-equation restrictions between the rows of \( C(D) \), in addition to the rational form of \( C(D) \), can be expected—after some additional restrictions—to result in the model’s parameters being identified from discrete data (see, Hansen and Sargent [1983] and Christiano [1982]).

D. Computing the Frequency Domain Approximation to the Likelihood Function

The objective of this section is to provide a computationally convenient strategy for evaluating the frequency domain approximation to the likelihood of \( \{ \overline{y}(t), t=1, \ldots, T \} \) where \( \overline{y}(t) = (I(t), \overline{s}(t))^T \). We assume that inventories \( I(t) \), are measured point-in-time and at the beginning of the sampling interval. Consequently,
\[ (23) \quad \overline{s}(t) = \frac{1}{0} \int s(t+\tau) d\tau. \]

In addition, we make the simplifying assumption that all roots of polynomials are distinct. Finally, the discussion below assumes that \( \{Y(t)\} \) is covariance stationary and has a zero mean. Equation (21a) indicates that this assumption is approximately satisfied if \( \{Y(t)\} \) is the disturbance in a least square regression of \( Y(t) \) on a constant and linear trend.

The outline of this section is as follows. First, we derive an expression for the continuous time spectral density of \( Y(t) = (I(t), s(t))^T \). We denote this by \( S_y(i\omega) \), where \( \omega \in (-\pi, +\pi) \) and \( i^2 = -1 \). Define \( S_y^{\tau}(i\omega) \) as the spectral density of \( Y(t) = (I(t), s(t))^T \) at frequency \( \omega \). In the second part of this section, we obtain \( S_y^{\tau} \) from \( S_y \) and recover the covariance function of \( Y(t) \) from \( S_y^{\tau} \). Denote this by \( R_y^{\tau}(\tau) = E(Y(t)Y(t-\tau))^T \). The \( R_y^{\tau}(\tau) \) function at integer values of \( \tau \) is then used to compute the spectral density of \( \{Y(t), t = 0, 1, 2, \ldots\} \). We denote this by \( S_y^d(e^{-i\omega}) \), where \( \omega \in (-\pi, \pi) \). The third and final part of this section shows how to combine \( \{Y(t), t = 1, \ldots, T\} \) and \( S_y^d \) to compute the frequency domain approximation to the likelihood function.

1. **The Continuous Time Spectral Density of \( \{Y(t)\} \)**

   We begin by providing computationally convenient expressions for \( F(\lambda) \) and \( [\phi(D)+\phi(\lambda)]/(D-\lambda) \). Note:

   \[ (24) \quad \phi(D) = \frac{\gamma(D)}{\alpha(D)} = \frac{\gamma(D) - [\gamma_{m+1}D + \gamma_m - \gamma_{m+1}\alpha_{m-1}]/\alpha(D)}{\alpha(D)} \]

   \[ + [\gamma_{m+1}D + \gamma_m - \gamma_{m+1}\alpha_{m-1}]. \]
Write

(24a) \[ \alpha(D) = (D-\rho_1) \cdots (D-\rho_m), \]

and suppose that \( \rho_i \neq \rho_j \) for \( i \neq j \), \( \rho_i \neq \lambda \) for all \( i \). Then (24) can be written in partial fractions expansion form as follows:

\[ (25a) \quad \phi(D) = \left( \sum_{j=1}^{m} \frac{B_j}{D-\rho_j} \right) + \left( \gamma_{m+1} D^{m+1} + \gamma_m D^m + \cdots + \gamma_0 \right) \quad m > 0 \]

\[ \gamma_{m+1} D^{m+1} + \gamma_m D^m + \cdots + \gamma_0 \quad m = 0 \]

Here,

\[ (25b) \quad B_j = \frac{\gamma(\rho_j)}{\prod_{k=1}^{m} (\rho_j - \rho_k)} \quad j = 1, \ldots, m \quad \text{(if } m > 0) \]

Using (25), it is straightforward to verify that

\[ (26) \quad \frac{\phi(D) - \phi(\lambda)}{D-\lambda} = \sum_{j=1}^{m} \left( \frac{B_j}{\lambda-\rho_j} \right) \frac{1}{D-\rho_j} - \gamma_{m+1} D^m - \gamma_1 \]

We now turn to \( F(D) \). Note:

\[ (27a) \quad (D-\kappa)\psi(D) = \frac{(D-\kappa) \delta(D)}{\beta(D)} \]

\[ (D-\kappa)\delta(D) = \delta_n \beta(D)D - [-(\delta_n + \delta_{n-1} - \delta_n \beta_{n-1})] \beta(D) \]

\[ \beta(D) + \delta_n D + (-\delta_n + \delta_{n-1} - \delta_n \beta_{n-1}) \]

where

\[ (27b) \quad \kappa = -\frac{1}{a}\left(cb-ra\right) \]
Then,

\[
(D-\kappa)\psi(D) = \begin{cases} 
\left( \sum_{j=1}^{n} \frac{A_j}{D-\mu_j} \right) + \delta_n D + (-\kappa \delta_n + \delta_{n-1} - \delta_n \beta_{n-1}) & n>0 \\
\delta_o (D-\kappa) & n=0
\end{cases}
\]

where

\[
(28b) \quad A_j = \frac{(\mu_j - \kappa)\delta(\mu_j)}{\frac{\prod_{k=1}^{j} (\mu_j - \mu_k)}{\sum_{k<j} (\mu_j - \mu_k)}} \quad j = 1, \ldots, n \text{ (if } n > 0)\]

\[
(28c) \quad \beta(D) = (D-\mu_1) \cdots (D-\mu_n).
\]

Here, we assume that \( \mu_i \neq \mu_j \) if \( i \neq j \), \( \mu_i \neq r - \lambda \), \( \mu_i \neq \rho_j \) for all \( i, j \). Finally,

\[
F(D) = \begin{cases} 
\left[ \sum_{j=1}^{n} \frac{A_j}{\lambda-\mu_j}\left(-\frac{1}{D-\mu_j}\right) \right] - \delta_n & n>0 \\
-\delta_o & n=0
\end{cases}
\]

Substituting (26) and (29) into (21) and rearranging, we get

\[
(30a) \quad \alpha(D)\beta(D)[D-(r-\lambda)] \begin{pmatrix} I(t) \\ s(t) \end{pmatrix} = \tilde{C}(D)e(t)
\]

where,
\[ \tilde{c}_{11}(D) = \left( \frac{1}{b+A} \right) \left[ \sum_{j=1}^{n} \frac{A_j}{\lambda - \mu_j} \prod_{k=1 \atop k \neq j}^{n} (D - \mu_k) \right] - \delta_n \beta(D) \alpha(D) \]

\[ \tilde{c}_{12}(D) = -\frac{a + b + A}{a(b+A)} \beta(D) \left[ \sum_{j=1}^{m} \frac{B_j}{\lambda - \rho_j} \prod_{k=1 \atop k \neq j}^{m} (D - \rho_k) - \gamma_{m+1} \alpha(D) \right] \]

(30b)

\[ \tilde{c}_{21}(D) = \frac{-a}{a + b + A} (D - \frac{bc}{a}) \tilde{c}_{11}(D) + \frac{1}{a + b + A} \delta(D) \alpha(D) [D - (r-\lambda)] \]

\[ \tilde{c}_{22}(D) = \left( \frac{-a}{a+b+A} \right) (D - \frac{bc}{a}) \tilde{c}_{12}(D) \]

and

(30c) \[ \tilde{c}(D) = \begin{bmatrix} \tilde{c}_{11}(D) & \tilde{c}_{12}(D) \\ \tilde{c}_{21}(D) & \tilde{c}_{22}(D) \end{bmatrix}. \]

Here,

(30d) \[ \tilde{c}(D) = \tilde{c}_0 + \tilde{c}_1 D + \ldots + \tilde{c}_{n+m+1} D^{n+m+1}, \]

where

(30e) \[ \tilde{c}_{n+m+1} = \begin{bmatrix} 0 & 0 \\ \delta_n & 0 \\ b+A \end{bmatrix}. \]

Also,

(30f) \[ \text{det } \tilde{c}(D) = [D - (r-\lambda)] \delta(D) \alpha(D) \beta(D) \frac{1}{a(b+A)} \sum_{j=1}^{m} \frac{B_j}{\lambda - \rho_j} \prod_{k=1 \atop k \neq j}^{m} (D - \rho_k). \]
Define

\[
R_Y(\tau) = EY(t)Y(t-\tau)^T, \quad \tau \in (-\infty, +\infty).
\]

(31)

\[
S_Y(s) = \int_{-\infty}^{+\infty} R_Y(\tau)e^{-s\tau}d\tau,
\]

where \( s = i\omega, \omega \in (-\infty, +\infty) \). It is well known that

(32a) \[ S_Y(s) = \frac{\mathcal{G}(s)\mathcal{G}(-s)^T}{\delta(s)\delta(-s)} , \]

where

(32b) \[ \delta(s) = \alpha(s)\beta(s)[s-(r-\lambda)] \]

\[
= \prod_{j=1}^{m} (s-\rho_j) \prod_{j=1}^{n} (s-\mu_j)[s-(r-\lambda)],
\]

if \( m, n > 0 \). (The modification to (32b) for the case \( n = 0 \) or \( m = 0 \) is obvious.)

The continuous time spectral density of \( Y(t) \) at frequency \( \omega \in (-\infty, +\infty) \) is \( S_Y(i\omega) \). If \( \delta_n \neq 0 \), so that \( s(t) \) is a generalized stochastic process, then \( R_Y(\tau) \), \( \tau \in (-\infty, +\infty) \), defined by (31), is a generalized function.

The partial fractions expansion of \( S_Y(s) \) is

(32a) \[ S_Y(s) = \frac{\mathcal{G}(s)\mathcal{G}(-s)^T}{\delta(s)\delta(-s)} \]

\[
= \frac{\mathcal{G}(s)\mathcal{G}(-s)^T - \mathcal{C}_L\mathcal{G}_L^T\delta(s)\delta(-s)^T}{\delta(s)\delta(-s)} + \mathcal{C}_L\mathcal{G}_L^T
\]

\[
= \sum_{j=1}^{m} \frac{W_j}{s-\rho_j} + \sum_{j=1}^{n} \frac{W_j}{-s-\mu_j} + \mathcal{C}_L\mathcal{G}_L^T,
\]
where
\[
\mathbf{w}_j = \frac{\mathcal{C}(r_j)\mathbf{v}(-r_j)^T}{-2r_j \Pi_{k=1}^{k\neq j} (r_j-r_k)(-r_j-r_k)}, \quad j = 1, \ldots, 2 \\
\mathcal{C}(r_j) = \mathbf{v}(r_j)^T \mathbf{v}(r_j)
\]

(32c) \[
\mathcal{C}(r_j) = \mathbf{v}(r_j)^T \mathbf{v}(r_j), \quad j = 1, \ldots, 2 \\
\mathbf{v}(r_j) = (\rho_1, \ldots, \rho_m, \mu_1, \ldots, \mu_n, r-\lambda).
\]

2. The Spectral Density of Unit Sampled \( \{\bar{Y}(t)\} \)

Our first step is to obtain an expression for \( S_{\bar{Y}}(i\omega) \), the spectral density of the continuous time \( \{\bar{Y}(t)\} \) process at frequency \( \omega \in (\pi, \pi) \). We then deduce the covariance function of \( \bar{Y}(t) \) from \( S_{\bar{Y}} \) and use it to compute the spectral density of sampled \( \bar{Y}(t) \). The latter is denoted by \( S_{\bar{Y}}^{(d)}(z) \) for \( z = e^{-i\omega} \), \( \omega \in (\pi, \pi) \).

In operator notation, the link between \( \bar{Y}(t) \) and \( Y(t) \) is the following:

(33) \[
\bar{Y}(t) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{e^{-1}}{D} \end{bmatrix} Y(t).
\]

Consequently,

(34) \[
S_{\bar{Y}}(s) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{e^{s-1}}{s} \end{bmatrix} S_{Y}(s) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{e^{-s-1}}{-s} \end{bmatrix}
\]

\[
= \begin{bmatrix} S_{\bar{Y}}^{11}(s) & S_{\bar{Y}}^{12}(s) \\ S_{\bar{Y}}^{21}(s) & S_{\bar{Y}}^{22}(s) \end{bmatrix}
\]
Similarly, define \( S_Y = [S^{ij}_{Y}] \). Then, from (34)

\[
S^{11}_{Y}(s) = S^{11}_{Y}(s)
\]

\[
S^{12}_{Y}(s) = S^{12}_{Y}(s) \left( \frac{e^{-s} - 1}{-s} \right)
\]

(35)

\[
S^{21}_{Y}(s) = S^{12}_{Y}(-s)
\]

\[
S^{22}_{Y}(s) = \left( \frac{e^{-s} - 1}{-s} \right) \left( \frac{e^{s} - 1}{s} \right) S^{22}_{Y}(s).
\]

We seek now to recover \( R_Y \) from \( S_Y \). In doing so, we make use of the fact that \( R_Y \) and \( S_Y \) are related as follows:

(36) \[
S^{\tau}_{Y}(s) = \int_{-\infty}^{+\infty} R^{\tau}_{Y}(\tau) e^{-s \tau} d\tau,
\]

where \( s = i \omega \), \( \omega \in (-\infty, +\infty) \). Write \( R_Y = [R^i_j] \), \( S_Y = [S^{ij}_Y] \), \( S^\tau_Y = [S^{\tau ij}_Y] \), \( W_k = [W^i_{kj}] \); \( k = 1, \ldots, l \). Then,

(37) \[
S^{22}_{Y}(s) = \left( \frac{e^{-s} - 1}{s} \right) \left( \frac{e^{s} - 1}{-s} \right) \left\{ \sum_{j=1}^{l} \frac{W^{22}_{j}}{s - r_j} + \sum_{j=1}^{l} \frac{W^{22}_{j}}{s - r_j} \right\}
\]

\[
+ \left( \frac{e^{-s} - 1}{s} \right) \left( \frac{e^{s} - 1}{-s} \right) \left[ \frac{\delta_{n}}{b + \Lambda} \right]^{2} v_{11}
\]

\[
= \int_{-\infty}^{+\infty} R^{22}_{Y}(\tau) e^{-s \tau} d\tau,
\]
for $s = iw$. The $R_{Y}^{22}$ function that solves (37) is

$$
R_{Y}^{22}(\tau) = \left\{
\begin{array}{ll}
\frac{1}{\gamma} \sum_{j=1}^{\gamma} \frac{e^{-r_j \tau} - 1}{e^{r_j \tau} - 1} \frac{W_j^{22} r_j \tau}{-r_j^2} & \tau < 1, \\
(1-\tau)\left[\frac{S_{n}}{B+A}\right]^2 V_{11} + \sum_{j=1}^{\gamma} \frac{W_j^{22} \left(2r_j(\tau-1) - (2-e^{r_j \tau}) e^{r_j \tau} + e(1-\tau) r_j\right)}{r_j^2} & 0 < \tau < 1 \\
R_Y^{22}(-\tau) & \tau < 0.
\end{array}
\right.
$$

That (38) solves (37) may be verified by checking that (38) satisfies (37) and taking into account the fact that the inverse Fourier transform is unique. Next,

$$
S_{Y}^{12}(s) = \left(\frac{e^{-s} - 1}{-s}\right) \left\{ \frac{1}{\gamma} \sum_{j=1}^{\gamma} \frac{W_j^{12}}{s-r_j} + \sum_{j=1}^{\gamma} \frac{W_j^{21}}{-s-r_j} \right\}
$$

$$
= \int_{-\infty}^{+\infty} R_{Y}^{12}(\tau) e^{-s \tau} d\tau
$$

$$
S_{Y}^{21}(s) = \left(\frac{e^{-s} - 1}{-s}\right) \left\{ \frac{1}{\gamma} \sum_{j=1}^{\gamma} \frac{W_j^{21}}{s-r_j} + \sum_{j=1}^{\gamma} \frac{W_j^{12}}{-s-r_j} \right\}
$$

$$
= \int_{-\infty}^{+\infty} R_{Y}^{21}(\tau) e^{-s \tau} d\tau,
$$
for \( s = i\omega \). The unique \( R_{12}^Y \) and \( R_{21}^Y \) functions that solve this are

\[
R_{12}^Y(\tau) = \begin{cases} 
\frac{\sum_{j=1}^{L} w_{12} (r_j^{1-1}) e^{\tau r_j}}{\sum_{j=1}^{L} w_{12} (r_j^{1}) e^{\tau r_j}} & \tau > 1 \\
\frac{1}{\tau} w_{21} (e^{\tau r_j^{1-1}} + w_{21} (e^{\tau r_j^{1}} - 1)) & 0 < \tau < 1 \\
R_{21}^Y(-\tau) & \tau < 0
\end{cases}
\]

\[
(39) \quad R_{12}^Y(\tau) = \begin{cases} 
\frac{\sum_{j=1}^{L} w_{21} \left( \frac{r_j^{1}}{r_j^{1-1}} \right) e^{\tau r_j}}{\sum_{j=1}^{L} w_{21} \left( \frac{r_j^{1}}{r_j^{1-1}} \right) e^{\tau r_j}} & \tau > 0 \\
R_{21}^Y(-\tau) & \tau < 0
\end{cases}
\]

\[
R_{21}^Y(\tau) = \begin{cases} 
\frac{\sum_{j=1}^{L} w_{12} \left( \frac{r_j^{1}}{r_j^{1-1}} \right) e^{\tau r_j}}{\sum_{j=1}^{L} w_{12} \left( \frac{r_j^{1}}{r_j^{1-1}} \right) e^{\tau r_j}} & \tau > 0 \\
R_{12}^Y(-\tau) & \tau < 0
\end{cases}
\]

We summarize our results about \( R_{12}^Y \) as follows:

\[
(41a) \quad R_{12}^Y(\theta) = \left( \sum_{j=1}^{L} \tilde{w}_j \right) + \tilde{C}_{2} \tilde{v}_{2}^T
\]

\[
(41b) \quad R_{12}^Y(\tau) = \sum_{j=1}^{L} w_{12} e^{\tau r_j} \quad \tau = 1, 2, \ldots
\]

where

\[
(41c) \quad \tilde{w}_j = \begin{bmatrix} 
\tilde{w}_{11} & \tilde{w}_{21} \\
\tilde{w}_{21} & \tilde{w}_{22}
\end{bmatrix} = \begin{bmatrix} 
\frac{1}{r_j^{1-1}} & \frac{1}{r_j} (e^{r_j^{1-1}} - 1) \\
\frac{1}{r_j^{1-1}} (e^{r_j^{1}} - 1) & \frac{2}{r_j^{2}} (r_j^{1} + e^{r_j^{1}} - 1)
\end{bmatrix}
\]
\[
\begin{bmatrix}
W_{11}^{11} & W_{12}^{11} \frac{1}{-r_j} (e^{-r_j - 1}) \\
W_{11}^{21} \frac{1}{r_j} (e^{r_j - 1}) & W_{12}^{22} \frac{1}{-r_j^2} (e^{-r_j - 1})(e^{r_j - 1})
\end{bmatrix}
\]

for \( j = 1, \ldots, \infty \).

Now, the spectral density of \( \{ \bar{Y}(t), t = 1, \pm 1, \pm 2, \ldots \} \) is defined by

\[
S_Y^d(z) = \sum_{\tau = -\infty}^{+\infty} R_Y(\tau) z^\tau
\]

for \( z = e^{-i\omega}, \omega \in (-\pi, \pi) \). Substituting (41) into (42), get

\[
S_Y^d(z) = M(z) + M(z^{-1})^T - K,
\]

where

\[
M(z) = \sum_{j=1}^{L} \bar{W}_j \frac{1}{1 - e^{-r_j z}}
\]

\[
K = \sum_{j=1}^{L} (\bar{W}_j + \bar{W}_j^T) - R_Y(0).
\]

Equation (43) represents a simple formula for obtaining \( S_Y^d \) from \( V \)-defined after (18)---and the parameters of \( C(D) \), defined in (21). First, one obtains the \( A's, B's, \rho's, \) and \( \mu's \) defined in (25) and (28). These are then used to compute the \( W's \) and \( r's \) in (32). Then the \( W's \) are modified to get the \( \bar{W}'s \) and \( \bar{W}'s \). With these objects in hand, the \( S_Y^d(e^{-i\omega}) \) function can be evaluated at any desired frequency \( \omega \in (-\pi, \pi) \).
3. The Frequency Domain Approximation to The Likelihood Function

We assume that \( T \) observations, \( \overline{Y}(1), \ldots, \overline{Y}(T) \) are available. Up to an additive constant, the frequency domain approximation to the log of the Gaussian likelihood function of this sample is given by

\[
\ell = -\frac{1}{2} \sum_{j=1}^{T} \log \det \left[ S_{\overline{Y}}^{d}(e^{-i\omega_j}) \right]
\]

\[
-\frac{1}{2} \sum_{j=1}^{T} \text{trace} \left[ S_{\overline{Y}}^{d}(e^{-i\omega_j})^{-1} I(\omega_j) \right],
\]

\( \omega_j = \frac{2\pi j}{T}, j = 1, \ldots, T. \) The computation of \( S_{\overline{Y}}^{d} \) was described in Section 2 above. The expression \( I(\omega) \) is a function of the data only.

\[
(45a) \quad I(\omega) = \frac{1}{T} \overline{Y}(\omega) \overline{Y}(\omega)^{H},
\]

where \( H \) denotes the Hermetian transform and

\[
(45b) \quad \overline{Y}(\omega) = \sum_{t=1}^{T} \overline{Y}(t) e^{-i\omega t}.
\]

The expression in (44) is maximized over the vector of free parameters:

\[
\zeta = (a, b, c, e, A, r, \delta_0, \ldots, \delta_n, \delta_0, \ldots, \delta_n),
\]

\[
Y_0, \ldots, Y_{m+1}, a_0, \ldots, a_{m-1}, V_{11}, V_{22}, V_{12}.
\]

Given a value for \( \zeta \), one computes \( \ell \) in the following sequence of steps:
Step 1: Compute \( \lambda \) from \( r, a, b, A, c, e \) using (11) and (12).

Step 2: Compute \( \rho_1, \ldots, \rho_m \) from \( a_0, \ldots, a_{m-1} \) using (24a).

Step 3: Compute \( B_1, \ldots, B_m \) from \( \gamma_0, \ldots, \gamma_{m+1} \) and \( \rho_1, \ldots, \rho_m \) using (25b).

Step 4: Compute \( \mu_1, \ldots, \mu_n \) from \( b_0, \ldots, b_{n-1} \) using (28c).

Step 5: Compute \( A_1, \ldots, A_n \) from \( a, c, b, r, \mu_1, \ldots, \mu_n, \delta_0, \ldots, \delta_n \) using (28b).

Step 6: Compute \( W_1, \ldots, W_\zeta \) from \( (r_1, \ldots, r_\zeta) = (\rho_1, \ldots, \rho_m, \mu_1, \ldots, \mu_n, r-\lambda), \zeta = m+n+1, \zeta \) using (30) and (32b).

Step 7: Compute \( \overline{W}_j, \overline{W}_j, j = 1, \ldots, \ell \) from \( W_1, \ldots, W_\zeta, r_1, \ldots, r_\zeta \) using (41c) and (41d).

Step 8: Evaluate \( S^{d}_Y(e^{-i\omega_k}) \) at \( \omega_k = \frac{2\pi k}{T}, k = 1, \ldots, T \), from \( \overline{W}_j, \overline{W}_j, r_j, j = 1, \ldots, \ell, \delta_n, V_{11} \) using (30e), (41a), and (43).

Step 9: Substitute \( S^{d}_Y \) into (44). Also use I computed from (45a).

In evaluating (44), one would want to exploit the symmetry properties of \( S^{d}_Y \) and I. In addition, if I(0) \( \equiv 0 \), then frequency zero should be omitted in order to avoid \( k \) being unbounded above.

E. The Sampled Representation of \( \{\overline{Y}(t)\} \)

This section describes algorithms for computing two kinds of time series representation for \( \{\overline{Y}(t), t=0, \pm 1, \pm 2, \ldots 3\} \). The first produces a set \( (k^+, w^+, \Omega^+) \) that satisfy

\[
\begin{align*}
(46a) \quad S^{d}_Y(z) &= k^+(z)^{-1} w^+(z) \Omega^+ w^+(z^{-1}) T [k^+(z^{-1})^{-1}]^T \\
(46b) \quad \det k^+(z) &= 0 \text{ implies } |z| > 1
\end{align*}
\]
(46c) \( \det W^+(z) = 0 \) implies \( |z| > 1 \)

(46d) \( K^+(z) = I + K_1^+ z + \ldots + K_p^+ z^p \)

(46e) \( \tilde{W}^+(z) = I + \tilde{W}_1^+ z + \ldots + \tilde{W}_q^+ z^q \).

Here, \( K^+(z) \) and \( \tilde{W}^+(z) \) are 2 \( \times \) 2 matrix polynomials in \( z \) and \( \tilde{\Gamma}^+ \) is a 2 \( \times \) 2 positive semidefinite matrix. The matrix polynomial \( S^d_Y(z) \) is defined in (43). Conditions under which a \((K^+, \tilde{W}^+, \tilde{\Gamma}^+)\) exists and is unique are discussed in Hannan [1969].

This section also presents an algorithm for obtaining \((\Theta^+, \tilde{\Theta}^+, V^+)\) where

(47a) \( S^d_Y(z) = \frac{\Theta(z)V^+ \tilde{\Theta}^+(z^{-1})^T}{\Theta^+(z) \Theta^+(z^{-1})} \)

(47b) \( \Theta^+(z) = 0 \) implies \( |z| > 1 \)

(47c) \( \det \tilde{\Theta}^+(z) = 0 \) implies \( |z| > 1 \)

(47d) \( \Theta^+(z) = I + \Theta_1^+ z + \ldots + \Theta_p^+ z^p \)

(47e) \( \tilde{\Theta}^+(z) = I + \tilde{\Theta}_1^+ z + \ldots + \tilde{\Theta}_q^+ z^q \).

Here, \( \Theta^+(z) \) is a scalar polynomial in \( z \) and \( \tilde{\Theta}^+(z) \) is a 2 \( \times \) 2 matrix polynomial in \( z \), while \( V^+ \) is positive semidefinite. Hannan [1970, Chapter 3] discusses the existence and uniqueness of \((\Theta^+, \tilde{\Theta}^+, V^+)\). Sufficient conditions are that \( S^d_Y(i\omega) \) is a positive matrix for almost all \( \omega \in (-\infty, +\infty) \).

The first part of this section describes the calculation of \((K^+, \tilde{W}^+, \tilde{\Gamma}^+)\). We then consider the calculation of \((\Theta^+, \tilde{\Theta}^+, V^+)\).
1. Calculating $(K^+, W^+, \Omega^+)$

Below we show how to compute $(K^+, W^+, \Omega^+)$. The strategy involves first obtaining $K^+$ using a technique suggested by Phillips [1959]. We then find $W^+$ and $\Omega^+$ using methods described in Whittle [1983] or Rozanov [1963].

Write

$$M(z) = U(z)^{-1}V(z),$$

where $U(z)$ and $V(z)$ are (as yet unknown) square, finite-ordered polynomial matrices in non-negative powers of $z$. The expression $M(z)$ is defined in (43b). Substituting from (43b) into (48), and premultiplying by $U(z)$, get

$$U(z) \sum_{j=1}^{l} \frac{W_j}{1 - \bar{r}_j z} = V(z),$$

where $\bar{r}_j = e^{\bar{r}_j}$, $j = 1, \ldots, l$. Multiply both sides of (49) by the scalar polynomial $(1 - \bar{r}_k z)$:

$$U(z)[\bar{W} + (1 - \bar{r}_k z) \sum_{j=1}^{l} \frac{W_j}{1 - \bar{r}_j z}] = (1 - \bar{r}_k z)V(z),$$

$k = 1, \ldots, l$. Evaluating this expression at $z = \bar{r}_k^{-1}$ for each $k$ gives

$$U(\bar{r}_k^{-1})\bar{W}_k = 0,$$

$k = 1, \ldots, l$. Using the result in (30f), note that $\bar{W}_j$ has rank 1 for all $j$. (Note: $\det \bar{C}(r_k) = 0$, $k = 1, \ldots, l$.)
Expression (50) for \( k = 1, \ldots, \ell \) represents at most \( 2\ell \) independent equations. Consequently, we can determine as many as \( 2\ell \) parameters for \( U(z) \). Write

\[
(52) \quad U(z) = 1 + U_1 z + \ldots + U_\ell z^\ell
\]

Here, \( c = \frac{1}{2} \ell \) if \( \ell \) is even and \( c = \frac{1}{2}(\ell+1) \) if \( \ell \) is odd. Consider the even case first. In this case, there are \( 2\ell \) unknown parameters in \( U(z) \), so that a necessary condition for (50) to determine \( U(z) \) is satisfied. Suppose now that \( \ell \) is odd. In this case, \( U(z) \) contains \( 4c = 2\ell + 2 \) parameters---two more than we can hope to solve for using (50). If, for example, we arbitrarily set the left column of \( U_0 \) to zero, then a necessary condition for (50) to determine the remaining parameter of \( U(z) \) is satisfied. In the remainder of this section, we assume that sufficient conditions for (50) to uniquely identify \( U(z) \) are satisfied. In this case, (50) represents a set of linear equations in the unknown elements of \( U(z) \) and can readily be solved.

With the matrix \( U(z) \) in hand, \( V(z) \) in (49) is easy to compute. Write

\[
(54) \quad V(z) = \sum_{j=1}^{\ell} \frac{U(z)}{1 - \tilde{r}_j z}
\]

The fact that \( U(\tilde{r}_j^{-1}) \tilde{r}_j \) is the zero matrix indicates that the scalar polynomial \( 1 - \tilde{r}_j z \) cancels with every element of \( U(z) \tilde{r}_j \), for \( j = 1, \ldots, \ell \). Therefore, \( V(z) \) is a matrix polynomial of order \( c - 1 \). Taking this into account and expanding the right hand side in (54), get
\[ V_0 + V_1 z + \ldots + V_{c-1} z^{c-1} = (I + U_1 z + \ldots + U_c z) \left[ \sum_{j=1}^{\infty} W_j \sum_{k=0}^{\infty} (\tilde{r}_j z)^k \right]. \]

Matching coefficients:

\[ v_k = \sum_{s=0}^{k} \sum_{j=1}^{\infty} W_j (\tilde{r}_j)^{(k-s)}, \quad k = 0, 1, \ldots, c - 1 \]

where \( U_0 = I \). Using the given \( U(z) \) and \( V(z) \) matrices, substitute from (48) into (43a) to get

\[ S^d_x(z) = U(z)^{-1} V(z) + V(z^{-1})^T [U(z^{-1})^{-1}]^T - K. \]

Pre- and post-multiplying by \( U(z) \) and \( U(z^{-1})^T \) respectively get

\[ U(z) S^d_x(z) U(z^{-1})^T = V(z) U(z^{-1})^T + U(z) V(z^{-1})^T - U(z) K U(z^{-1})^T \]

\[ = G(z). \]

For example, when \( l = 3 \) so that \( c = 2 \),

\[ G(z) = G_0 + G_1 z + G_2 z^2 + G_1^T z^{-1} + G_2^T z^{-2}, \]

where

\[ G_0 = V_0 + V_1 U_1^T + V_0^T + U_1 V_1^T - [K + U_1 K U_1^T + U_2 K U_2^T] \]

\[ G_1 = V_1 + U_1 V_0^T + U_2 V_1^T - [U_1 K + U_2 K U_1^T] \]

\[ G_2 = U_2 \sum_{j=1}^{3} (\tilde{W}_j - \tilde{W}_j). \]

Obviously, we can identify \( K^+(z) \equiv U(z) \). The objects \( W^+(z) \) and \( \Omega^+ \) are then found as the solution to the following matrix factorization problem:

\[ W^+(z) \Omega^+ W^+(z^{-1})^T = G(z). \]
It is easily confirmed that $S^{-1}(i\omega)$ positive for almost all
$\omega \in (-\infty, +\infty)$ guarantees that $G(e^{-i\omega})$ is positive for almost all
$\omega \in (-\infty, \pi)$. Results in Hannan [1970, Chapter 3] then guarantee that
the factorization in (59), together with the conditions (46c) and
(46e) with $q = c$, is unique. Algorithms described by Whittle [1983]
or Rozanov [1963] may be used to solve (59). (Whittle rules out det
$G(l) = 0$.)

Consider the case $n = m = \gamma_0 = \delta_0 = 1$, $\gamma_1 = \gamma_2 = \delta_1 = 0,$
so that $l = 3$ and $c = 2$. This case, because $p = q = 2$ in (46),
neatly illustrates some effects of sampling and averaging from a
continuous time process. In the present case, (30f) becomes

$$\det \mathcal{C}(D) = \frac{a(D)a(D)[D-(r-\lambda)]}{(\lambda-\rho_1)a(b+A)}$$

Therefore, premultiplying (30a) by $\mathcal{C}(D)^{-1} = \mathcal{C}(D)^{\text{adj}}/\det \mathcal{C}(D)$, we get

$$(60) \quad (\lambda-\rho_1)a(b+A)\mathcal{C}(D)^{\text{adj}} Y(t) = c(t).$$

Here, $\mathcal{C}(D)^{\text{adj}}$ denotes the adjoint matrix of $\mathcal{C}(D)$. Thus, in this case,
\{Y(t)\} is a pure vector second order autoregression in continuous
time. Sampled and averaged \{Y(t)\}, denoted by \{\tilde{Y}(t), t=0, \pm 1, \pm 2, \ldots\}
on the other hand, is a discrete time ARMA(2,2) process. One moving
average term is due to sampling and the other to averaging.

The following numerical example illustrates the points
made above. We assume the parameterization studied in section F, in
which $n = m = \gamma_0 = \delta_0 = 1$, $\gamma_1 = \gamma_2 = \delta_1 = 0,$ so that (60) is the
relevant representation. The following continuous time parameteri-
zation was chosen:
\[ [I + A_1 D + A_2 D^2] Y(t) = \varepsilon(t), \]

where

\[
A_1 = \begin{bmatrix} 11.23 & 5.57 \\ .286 & 2.0 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 13.906 & 0 \\ .571 & 0 \end{bmatrix}
\]

\[
[\varepsilon(t) \varepsilon(t)^T] = \begin{bmatrix} 9 & 18 \\ 18 & 17 \end{bmatrix}.
\]

Also, \( \det (I + A_1 s + A_2 s^2) = 0 \) implies \( s = -.1, -.5, \) or \(-.812).\)

Using the calculations described in this section, the representation for \( \{Y(t), t=0, \pm 1, \pm 2, \ldots \} \) is:

\[
(I + K_1^+ L + K_2^+ L^2) Y(t) = (I + W_1^+ L + W_2^+ L^2) u(t)
\]

where

\[
K_1^+ = \begin{bmatrix} -.814 & -8.776 \\ -.003 & -1.141 \end{bmatrix}, \quad K_2^+ = \begin{bmatrix} 0 & 4.931 \\ 0 & .318 \end{bmatrix}
\]

\[
W_1^+ = \begin{bmatrix} .209 & -9.035 \\ 1.942 & -.290 \end{bmatrix}, \quad W_2^+ = \begin{bmatrix} -17.25 & -2.620 \\ -1.113 & -.169 \end{bmatrix}
\]

\[
[\Omega u(t) u(t)^T] = \Omega^+ = \begin{bmatrix} 16.870 & -111.068 \\ -111.068 & 7884.57 \end{bmatrix}.
\]

Also, the roots of \( \det K^+(z) \) are \( 1.105, 1.649, 2.252 \) and the roots of \( \det W^+(z) \) are \( .641 \pm 3.9351).\)

This example illustrates some of the comments on identification made above. In particular, the sampled VARMA (2,2) representation for \( \{Y(t)\} \) is not identified without the indicated zero restrictions on \( K_2^+. \) Without these restrictions (but imposing \( K_0^+ = W_0^+ = I) \) there is a two dimensional infinity of ways of choosing
$k_i^+, w_i^+$, $i = 1, 2$ which satisfy (46). This can be seen by noting that the null spaces of $K_2^+$ and $W_2^+$ have a non-empty intersection and then applying the argument in Hannan [1969 p. 224, second to last paragraph].

2. Calculating $(\Theta^+, \Theta^+, V^+)$

Obtaining $(\Theta^+, \Theta^+, V^+)$ is straightforward. One method of doing this is to execute the calculations just described and set

$\Theta^+(z) = \det K^+(z), \quad \Theta^+(z) = [\text{adjoint}(K^+(z))]W^+(z)$. This (indirect) procedure suffers from the shortcoming that sufficient conditions for the existence and uniqueness of $U(z)$ in (52) are difficult to establish, even though we know that $S_y^{-1}(1\omega)$ is positive for almost all $\omega \in (-\infty, +\infty)$. The latter is sufficient for the calculations described below to work.

Define

$$
(61) \quad \Theta^+(z) = \prod_{j=1}^{2} (1-\tilde{r}_j z)
$$

Multiplying $S_{d}^{d}$ in (43a) by $\Theta^+(z)\Theta^+(z^{-1})$, get

$$
(62) \quad \Theta^+(z)S_{d}^{d}(z)\Theta^+(z^{-1}) = \Theta^+(z^{-1})\sum_{j=1}^{2} \tilde{w}_j \prod_{k=1}^{2} (1-\tilde{r}_k z) + \Theta^+(z)
$$

$$
\sum_{j=1}^{2} \tilde{w}_j \prod_{k=1}^{2} (1-\tilde{r}_k z^{-1}) - \Theta^+(z)K\Theta^+(z^{-1})
$$

$$
= G(z),
$$
say, where \( G(z) = G(z^{-1})^T \). The matrix polynomial \( G(z) \) will be of
order \( l \) if \( V^T \) are found with the properties

\[
\zeta^+(z)V^+\zeta^+(z^{-1})^T = G(z),
\]

(47c), and (47e). A sufficient condition for the solution to (63) to exist and be unique is that \( S_f(i\omega) \) be positive for almost all \( \omega \in (-\infty, +\infty) \).

F. Parameter Identification and Estimation With AR(1) Disturbances

In this section we assume \( n = m = \gamma_0 = \delta_0 = 1, \gamma_1 = \gamma_2 = \delta_1 = 0 \).

In this case, (30) becomes

\[
\theta(D)\begin{bmatrix} I(t) \\ s(t) \end{bmatrix} = [\zeta_0 + \zeta_1 D + \zeta_2 D^2] \varepsilon(t),
\]

where \( \theta(s) = (s+\alpha_0)(s+\beta_0)[s-(r-\lambda)] \) and

(64a) \[
\zeta_0 = \begin{bmatrix} q_1 \alpha_0 \\ q_2 \zeta_0 \\ \frac{q_0 (q_1 \beta_0 - (r-\lambda))}{a + b + A} \\ \frac{q_2 \beta_0}{a + b + A} \end{bmatrix}
\]

(64b) \[
\zeta_1 = \begin{bmatrix} q_1 \\ -aq_1 (\alpha_0 - \frac{\beta_0}{b}) + \alpha_0 - (r-\lambda) \\ -aq_2 \\ -aq_2 \frac{\beta_0 - \frac{\beta_0}{a}}{a + b + A} \end{bmatrix}
\]

(64c) \[
\zeta_2 = \begin{bmatrix} 0 \\ 1 - aq_1 \\ a + b + A \\ a + b + A \end{bmatrix}
\]

In (64),
\[ q_1 = \frac{1}{\lambda + \beta_0} \left( c(b-r-a) - \beta_0 \right) \]
\[ q_2 = \frac{-(a + b + \lambda)}{\lambda + \beta_0} \]

Write \( \tilde{\varepsilon}(t) = \tilde{c}_0 \varepsilon(t), \tilde{c}(D) = \tilde{c}(D)\tilde{c}_0^{-1} = I + \tilde{c}_1 D + \tilde{c}_2 D^2 \). Here,

\[ \tilde{c}_1 = \begin{bmatrix}
\frac{q_1(\alpha_0 - \beta_0)(a+b+A)}{\beta_0 \alpha_0(r-\lambda)} & q_1(\alpha_0 - \beta_0)(a+b+A) \\
(bc)^2 q_1(\beta_0 - \alpha_0) + bc_0 \alpha_0 \beta_0 (r-\lambda) \left[ bc(\alpha_0 - \beta_0) - a \alpha_0 \beta_0 \right] & \frac{q_1(\alpha_0 - \beta_0) + \beta_0(r-\lambda - \alpha_0)}{\beta_0 \alpha_0(r-\lambda)}
\end{bmatrix} \]

\[ \tilde{c}_2 = \begin{bmatrix}
0 & 0 \\
(1-aq_1)bc_0 + a[q_1 bc - (r-\lambda) \alpha_0] & -\beta_0(1-aq_1) - aq_1 \alpha_0 \\
(1-aq_1)bc_0 + a[q_1 bc - (r-\lambda) \alpha_0] & -\beta_0(1-aq_1) - aq_1 \alpha_0
\end{bmatrix} \]

Because the upper row of \( \tilde{c}_2 \) contains zeroes, there are six parameters in \( \tilde{c}(D) \). The scalar polynomial \( \Theta(D) \) supplies three more. Finally, there are three parameters in \( \Psi = E \tilde{c}(t)\tilde{c}(t)^T \). Thus, the continuous time Wold representation of \( \{Y(t)\} \) has twelve "reduced form" parameters. There is no aliasing identification problem in the present case because the poles of the spectrum of \( \{Y(t)\} \) (e.g., \(-\alpha_0, \beta_0, r-\lambda\)) are real. Consequently, the necessary and sufficient condition for parameter identification is that the mapping from the structural parameters to \( \Theta, \tilde{c}_1, \tilde{c}_2, \Psi \) has a unique inverse in the space of admissible structural parameters. The structural parameters are

\[ \xi = \{a, b, c, e, A, r, \beta_0, \alpha_0, V_{11}, V_{12}, V_{22}\} \]
Since there are 11 of them, a necessary condition for them to be identified is met. Unfortunately, since the reduced form parameters are not independent, identification does not occur.

The restrictions of the model imply that no more than 9 of the 12 reduced form parameters of \( \theta, \tilde{C}_1, \tilde{C}_2, \tilde{V} \) are free to vary independently. There are two ways to see this. One is to recall from (60) that in the present case, \{\gamma(t)\} has a pure vector second order autoregressive representation in continuous time. In that equation, there are at most six identifiable autoregressive parameters and three variance-covariance terms. (Of the eight autoregressive parameters, two are zero.) An alternative way to see this is to study (65). Simple algebra yields:

\[
\begin{align*}
(66a) \quad q_{1bc} &= \frac{[\tilde{C}_1 \theta_0 - 1] \theta_0 (r - \lambda)}{(\theta_0 - \theta_0)} \\
(66b) \quad q_{1(a+b+A)} &= \frac{\tilde{C}_1 \theta_0 \theta_0 (r - \lambda)}{\theta_0 - \theta_0} \\
(66c) \quad aq_{1} &= \frac{\theta_0 [\theta_0 (r - \lambda) \tilde{C}_2 + 1]}{\theta_0 - \theta_0}.
\end{align*}
\]

Dividing (66c) into (66a) and (66b) respectively yields,

\[
\begin{align*}
(67a) \quad \frac{bc}{a} &= \frac{[\tilde{C}_1 \theta_0 - 1] \theta_0 (r - \lambda)}{\theta_0 [\theta_0 (r - \lambda) \tilde{C}_2 + 1]} \\
(67b) \quad \frac{a + b + A}{a} &= \frac{\tilde{C}_1 \theta_0 \theta_0 (r - \lambda)}{\theta_0 [\theta_0 (r - \lambda) \tilde{C}_2 + 1]}.
\end{align*}
\]
According to (64e),

$$r = \frac{c_{b} - \beta_{0} + (r-\lambda-\beta_{0})(\frac{a+b+A}{a} - 1)q_{1}a}{(\frac{a+b+A}{a} - 1)q_{1}a + 1}.$$  

(67c)

By (66c) and (67a-b), the parameters $r, \frac{bc}{a}, \frac{a+b+A}{a}$ can be recovered uniquely from

$$\tilde{c}_{22}, \tilde{c}_{11}, \tilde{c}_{12}, \alpha_{0}, \beta_{0}, (r-\lambda).$$

We maintain that $\tilde{c}_{21}$ and the bottom row of $\tilde{c}_{1}$ are determined from $\tilde{c}$ and the remaining elements of $\tilde{c}_{1}$ and $\tilde{c}_{2}$. This is seen as follows:

(68a)  $$\tilde{c}_{22} = \frac{(a_{0}+\beta_{0})(r-\lambda) - \beta_{0}c_{0}}{\beta_{0}c_{0}(r-\lambda)} = \tilde{c}_{11}.$$  

(68b)  $$\tilde{c}_{21} = \frac{(bc)bcq_{1}(\beta_{0}-a_{0}) + (bc) \alpha_{0} \beta_{0} + (r-\lambda)[(bc) \alpha_{0} - \beta_{0} - a_{0}\beta_{0}]}{(a+b+A)\beta_{0}c_{0}(r-\lambda)}$$

$$= \frac{(bc)bcq_{1}(\beta_{0}-a_{0}) - (r-\lambda)\alpha_{0}\beta_{0} + (bc) \beta_{0}(\alpha_{0}-(r-\lambda)) + \alpha_{0}(r-\lambda)}{(a+b+A)\beta_{0}c_{0}(r-\lambda)}.$$  

(68c)  $$\tilde{c}_{21} = \frac{(1-aq_{1})(bc)\beta_{0} + [q_{1}bc-(r-\lambda)]\alpha_{0}}{(a+b+A)\beta_{0}c_{0}(r-\lambda)}$$

$$= \frac{(bc)\beta_{0} + q_{1}bc(\alpha_{0}-\beta_{0}) - (r-\lambda)\alpha_{0}}{(a+b+A)\beta_{0}c_{0}(r-\lambda)}.$$  

Equations (68b) and (68c) are obtained by dividing the numerator and denominator terms of the corresponding elements in (65) by $a$. Note
that everything in the right hand sides of (68) can be obtained from
the roots of $\theta$, equations (66) and (67), and from $\tilde{c}_1^{11}, \tilde{c}_1^{12}, \tilde{c}_2^{22}$.

Thus, the twelve elements of $\theta, \tilde{c}, \tilde{V}$ are spanned by the
following nine element vector:

\begin{equation}
(\alpha_0, \beta_0, \lambda - r, \frac{bc}{a} + \frac{a + b + A}{a}, \bar{r}, \tilde{v}_{11}, \tilde{v}_{12}, \tilde{v}_{22}).
\end{equation}

This vector is restricted by the conditions that all its elements,
except perhaps $V_{12}$, be positive. The restriction on $V_{12}$ is
$V_{11}V_{22} - V_{12}^2 > 0$. The implications for the vector in (69) are as
follows. First, (12b) and the line thereafter show that $\lambda > 0$,
$r - \lambda < 0$. Also, $r, (bc/a) > 0$, $(a+b+A)/a > 1$. Finally, $[\tilde{V}_{ij}]$ is
positive semi-definite. Consider the vector $\Gamma$:

\begin{equation}
\Gamma = (\alpha_0, \beta_0, \lambda - r, \frac{bc}{a} + \frac{a + b + A}{a}, r, L_{11}, L_{22}, L_{12}),
\end{equation}

where the first seven elements are restricted to be non-negative and
$\tilde{v}_{11} = L_{11}^2$, $\tilde{v}_{12} = L_{21}L_{11}$, $\tilde{v}_{22} = L_{21}^2 + L_{22}^2$. The preceding discussion
shows that if $\alpha_0, \beta_0, \lambda - r$ can be identified, then the whole of $\Gamma$
is identified. Unfortunately, identifiability of $\Gamma$ is tenuous when
we drop the assumption that $\alpha_0, \beta_0, \lambda - r$ are identified. The basic
difficulty is that there are six ways to allocate the labels
"$-\alpha_0", "$-\beta_0", "$\lambda - r" to the roots of $\theta(s)$. This in turn cre-
ates the possibility that corresponding to a given $\Gamma$, there are five
other points in $\mathbb{P}^9$ which give rise to the same values for
$\theta(s), \tilde{c}_1, \tilde{c}_2, \tilde{V}$ as does $\Gamma$. These five points differ from $\Gamma$ in their
implied values for $\alpha_0, \beta_0, \lambda - r, \frac{bc}{a} + \frac{a + b + A}{a}, r$. Conditional on
the assigned values of $\alpha_0, \beta_0$, and $\lambda - r$, the latter three are
uniquely chosen to satisfy (66c) and (67). If parameter identification is to obtain at \( \Gamma \), there must be some way to rule out all five alternatives to \( \Gamma \). It may be shown that the restrictions implied by (68) are of no help in this respect. On the other hand, the restrictions \( \frac{bc}{a} > 0, \frac{a + b + A}{a} > 1 \), and \( r > 0 \), not "too" large, may do the job. Consider the following example:

\[
\Gamma = (0.00840, 0.00761, 6.06, 102.44.2, 0.01, L_{11}, L_{22}, L_{12})
\]

Values have not been assigned to \( L_{ij} \), \( i, j = 1, 2 \) since these are not relevant to the discussion. The given parameters imply

\[
\bar{C}_1 = \begin{bmatrix} 211.522 \\ 212.616 \end{bmatrix}, \quad \bar{C}_2 = \begin{bmatrix} 34.8344 \\ 38.9635 \end{bmatrix}, \quad \bar{C}_3 = \begin{bmatrix} 0 \\ -49.7959 \end{bmatrix}, \quad \bar{C}_4 = \begin{bmatrix} 0 \\ 20.4174 \end{bmatrix}
\]

\[
\theta(s) = -0.000388 + 0.0972s + 6.078s^2 + s^3.
\]

The five other parameterizations which give rise to this reduced form are

\[
(0.00761, 6.06, 0.00840, -0.0135, -0.00223, -3.71465, L_{11}, L_{22}, L_{12})
\]
\[
(0.00840, 6.06, 0.00761, -0.0135, -0.00223, -3.506, L_{11}, L_{22}, L_{12})
\]
\[
(0.00761, 0.00840, 6.06, -74.3, -28.0, -1.997, L_{11}, L_{22}, L_{12})
\]
\[
(0.00840, 0.00761, -74.3, -28.0, -74.0936, L_{11}, L_{22}, L_{12})
\]
\[
(6.06, 0.00840, 0.00761, -74.3, -28.0, -74.0936, L_{11}, L_{22}, L_{12})
\]

Among the above five alternatives, all but the fifth are inconsistent with the a priori restrictions. On the other hand, the fifth parameterization implies an extremely large discount rate: 10155.8 percent. This parameterization, which is observationally equivalent to \( \Gamma \), may therefore be ruled out as implausible.
A modification to the procedure in Section D is required in order to evaluate the frequency domain approximation to the likelihood function at a value of \( \Gamma \). In particular, replace steps 1 through 6 with the following:

Step 1: Compute \( \mathcal{V}_{11}, \mathcal{V}_{12}, \mathcal{V}_{22} \) from \( L_{11}, L_{21}, L_{22} \).

Step 2: Set \( r_1 = -a_0, r_2 = -\beta_0, r_3 = r - \lambda \).

Step 3: Compute \( \tilde{C}_1, \tilde{C}_2 \) from (65), and set \( \tilde{C}_3 = 0 \).

Step 4: Compute \( W_j = \frac{\tilde{C}(r_j)\tilde{C}(-r_j)^T}{-2r_j \sum_{k \neq j} (r_j - r_k)(-r_j - r_k)} \), \( j = 1, \ldots, 3 \).

Using the \( W \)'s in step 4,

\[
S_y(s) = \sum_{j=1}^{3} \frac{W_j}{s - r_j} x + \sum_{j=1}^{3} \frac{W_j^T}{-s - r_j} x.
\]

Expression (71) is (32a) with \( l = 3 \). To finish evaluating the likelihood function, proceed with Steps 7, 8, and 9 in Section D.

G. Temporal Aggregation Bias

In this section we describe an algorithm for computing the probability limit of the estimator of an econometrician who understands that the data are generated by the model of Section B, but who mistakenly assumes that the economy evolves in discrete time, with a timing interval equal to the data sampling interval. We assume that the data are generated by the continuous time model, and denote their spectral density by \( S_y^d(e^{i\omega}, \xi), \omega \in (0, 2\pi) \). The parameter vector \( \xi \) is defined after (45b) and \( S_y^d \) is defined in (43).
The econometrician posits that the inventory-sales data are generated as the solution to the following problem:

\[
\max_{\{s_{t+j}, I_{t+j} \}_{j=0}^\infty} \mathbb{E}_{t} \left[ \sum_{j=0}^\infty \beta^j [P_{t+j}s_{t+j} + \frac{a}{2}s_{t+j} + I_{t+j} - \frac{e}{2}I_{t+j}]^2 - \frac{b}{2}[s_{t+j} - cI_{t+j}]^2 - \nu_{t+j}I_{t+j} - \frac{e^2}{2}I_{t+j}] \right],
\]

subject to \( I_t \) given. All variables are defined as before. The only new variable is \( \beta \), the unit interval discount factor, which is expected to lie in the unit interval.

The first order necessary conditions corresponding to \( s_t \) and \( I_{t+1} \) respectively, are

\[
(73a) \quad s_t = -\left(\frac{a-bc}{a+b+A}\right)I_t + \frac{a}{a+b+A}I_{t-1} + \frac{1}{a+b+A}u_t
\]

\[
(73b) \quad \beta aI_{t+1} - [a(1+\beta)+bc + e]I_t + aI_{t-1} + \beta as_{t+1} - (a-bc)s_t = \nu_t.
\]

In (73) we have made use of \( P_t = -As_t + u_t \).

Substituting (73a) into (73b) and rearranging, get

\[
(74a) \quad (1-\lambda \beta)(1-\frac{1}{\lambda \beta})I_{t+1} = \frac{a+b+A}{\beta a[b(c+1)+A]} \left[ \frac{a-bc}{a+b+A}u_t - \frac{\beta a}{a+b+A}u_{t+1} + \nu_t \right]
\]

\[
(74b) \quad \lambda + \frac{1}{\lambda \beta} = -\frac{a+b+A}{\beta a[b(c+1)+A]} \left[ \frac{\beta a^2(a-bc)^2}{a+b+A} - (a+bc^2 + e + \beta a) \right]
\]

and \(|\lambda| < 1\). The solution to (74a) which solves (72) is
(75) \[ I_t = \lambda I_{t-1} - \frac{\lambda \beta}{\beta a b (c+1) + A} \sum_{i=0}^{\infty} E_{t-i} (a-bc) \beta a L^{-1} \beta a L^{-1} (\lambda \beta)^i u_{t+i} \]

\[ - \frac{a + b + A}{\beta a b (c+1) + A} \sum_{i=0}^{\infty} (\lambda \beta)^i E_{t} u_{t+i} \]

\[ = \lambda I_{t-1} - \frac{\lambda (a-bc)}{a[b(c+1)+A]} u_t - \frac{(a-bc) \lambda - a}{a[b(c+1)+A]} \sum_{i=1}^{\infty} (\lambda \beta)^i E_{t} u_{t+i} \]

\[ - \frac{(a+b+A) \lambda}{a[b(c+1)+A]} \sum_{i=0}^{\infty} (\lambda \beta)^i E_{t} v_{t+i}. \]

As in the continuous time case, given a time series model for \( \{u_t, v_t\} \), (75) and (73a) imply a time series representation for \( Y_t \equiv (I_t, s_t)^T \). This in turn implies a spectral density, \( S^e(e^{i\omega}, \xi) \), for \( \omega \in (0, 2\pi) \). (The superscript "e" denotes "econometrician".) Here, \( \xi \) denotes a vector of parameters which includes \( \beta, a, b, c, e, A \), and the parameters of the statistical representation of \( \{u_t, v_t^T\} \).

Define

\[ \hat{\xi}(\xi) = \text{Plim} \hat{\xi}_T. \]

The above Plim is computed on the assumption that the data are generated by the continuous time model, with parameter values \( \xi \). Here, \( \hat{\xi}_T \) is the (mispecified) maximum likelihood estimator of \( \xi \). Asymptotically, this is equivalent with the following frequency domain estimator:

(77) \[ \hat{\xi}_T = \arg\max_{\xi} \frac{1}{T} \left[ -\frac{1}{2} \sum_{j=1}^{T} \log \det \left[ S^e(e^{-i\omega_j}, \xi) \right] \right. \]

\[ - \frac{1}{2} \sum_{j=1}^{T} \text{trace} \left[ S^e(e^{-i\omega_j}, \xi)^{-1} I(\omega_j) \right]. \]
where $\omega_j = \frac{2\pi j}{T}$, $j = 1, \ldots, T$, and $I$ is defined in (45). It can be shown that \( \hat{\xi}_T \) is the argmax of (77) as $T \to \infty$ with $I$ replaced by the true spectrum of the data, which is $S_f^e$. Thus,

\[
(78) \quad \hat{\xi}(\xi) = \arg\max_{\xi} \left\{ -\int_0^{2\pi} \log \det \left[ S^e(e^{-i\omega}, \xi) \right] d\omega \right. \\
\left. - \int_0^{2\pi} \text{trace} \left[ S^e(e^{-i\omega}, \xi)^{-1} S_y^d(e^{-i\omega}, \xi) \right] d\omega \right\}
\]

In (77) and (78) the maximization is carried out over the range of admissible values of $\xi$.

Our objective is to compute $\hat{\xi}(\xi)$ for a variety of values of $\xi$. In each case, we plan to compare the speed of adjustment implied by $\xi$ with that implied by $\hat{\xi}(\xi)$. The difference is due to temporal aggregation bias.

As an illustration, we consider the case in which $u_t$ and $v_t$ have AR(1) representations and fail to be Granger caused by each other, or any other model variable. This is the discrete time version of the model considered in Section F. Accordingly, suppose

\[
\begin{align*}
(79a) \quad u_t &= \mu u_{t-1} + \varepsilon_{1t} \\
(79b) \quad v_t &= \rho v_{t-1} + \varepsilon_{2t}
\end{align*}
\]

where $|\mu| < 1$, $|\rho| < 1$. Also, $\varepsilon_t = (\varepsilon_{1t}, \varepsilon_{2t})^T$ is a vector white noise with

\[
(79b) \quad E \varepsilon_t \varepsilon_{t-\tau} = \begin{cases} \Omega & \tau = 0 \\ 0 & \tau \neq 0 \end{cases}
\]
Substituting from (79a) into (75),

\[
I_t = \lambda I_{t-1} + hu_t + gv_t,
\]

where

\[
h = \frac{-1}{a[b(c+1)+a]}\{\lambda(a-bc)+[(a-bc)\lambda-a]\frac{\lambda \beta u}{1 - \lambda \beta u}\}
\]

\[
g = -\frac{(a+b+A)\lambda}{a[b(c+1)+a]} - \frac{1}{1 - \lambda \beta p}
\]

Equations (73a), (79a), and (80) imply

\[
(1-\rho L)(1-\mu L)(1-\lambda L)I_t = h(1-\rho L)\varepsilon_{1t} + g(1-\mu L)\varepsilon_{2t}
\]

\[
(1-\rho L)(1-\mu L)(1-\lambda L)s_t
\]

\[
= \frac{1}{a+b+A}((1-\rho L)|1-(a-bc)h+(ah-\lambda)L|\varepsilon_{1t}
\]

\[
+ g(1-\mu L)[bc-a+\lambda L]\varepsilon_{2t})
\]

Writing this in matrix form,

\[
(81a) \quad (1-\rho L)(1-\mu L)(1-\lambda L)
\begin{pmatrix}
I_t \\
s_t
\end{pmatrix}
= (c_0+c_1L+c_2L^2)\varepsilon_t,
\]

where
\[
(81b) \quad C_0 = \begin{bmatrix}
    h & g \\
    \frac{1-(a-bc)h}{a+b+A} & \frac{g(bc-a)}{a+b+A}
\end{bmatrix}
\]

\[
(81c) \quad C_1 = \begin{bmatrix}
    -hp & -\mu \\
    \frac{(ah-\lambda) - \rho[1-(a-bc)h]}{a+b+A} & \frac{g[a-\mu(bc-a)]}{a+b+A}
\end{bmatrix}
\]

\[
(81d) \quad C_2 = \begin{bmatrix}
    0 & 0 \\
    -\rho(ah-\lambda) & -\rho a \\
    \frac{a+b+A}{a+b+A} & \frac{a+b+A}{a+b+A}
\end{bmatrix}
\]

In order to obtain an identifiable reduced form, compute \( \tilde{C}(L) = C(L)C_0^{-1} \) and \( \tilde{\Omega} = C_0 \Omega C_0^T \). The Wold representation of \((I_t, s_t)\) then possesses 12 non-zero reduced form parameters. However, only nine of these are free to vary independently. This is fewer than the number of structural parameters of the problem:

\[
\zeta = (\beta, a, b, c, e, A, \mu, \rho, \Omega_{11}, \Omega_{22}, \Omega_{12}).
\]

Like in the continuous time case, only nine of these reduced form parameters are free to vary independently. This will be proved in the discussion that follows.

Consider the following nine element parameter vector:

\[
\Gamma = (\mu, \rho, \lambda, \frac{bc}{a+b}, \frac{a+b+A}{a}, \beta, \tilde{\Omega}_{11}, \tilde{\Omega}_{22}, \tilde{\Omega}_{12}).
\]

The admissible region for \( \Gamma \) is given by
\( P = \{ x \in \mathbb{R}^9 : x_i > 0, i = 1, 2, 3; \ |x_i| < 1, i = 1, 2, 3, 6; \}

\[ x_1 > 0, i = 4, 7, 8; \ x_5 > 1; \ x_7 x_8 - x_9^2 > 0 \} \]

We will show that for all \( \Gamma \in P \), the mapping from \( \Gamma \) to \( \Theta(L), \bar{\Gamma}_1, \bar{\Gamma}_2, \bar{\Gamma} \) has a locally unique inverse in \( P \). We will also show that given \( \Theta(L), \bar{\Gamma}_1, \bar{\Gamma}_2, \bar{\Gamma} \) in the range of the mapping \( \Gamma \in P + \{ \Theta(L), \bar{\Gamma}_1, \bar{\Gamma}_2, \bar{\Gamma} \} \), there are no more than six isolated elements in the associated inverse mapping that belong to \( P \). For any given \( \Theta(L), \bar{\Gamma}_1, \bar{\Gamma}_2, \bar{\Gamma} \), we provide an algorithm for determining how many elements of the inverse mapping belong to \( P \). If there is only one, then the model is said to be globally identified at \( \Theta(L), \bar{\Gamma}_1, \bar{\Gamma}_2, \bar{\Gamma} \).

Note first that

\[
\bar{\Gamma}_1 = \begin{bmatrix}
\bar{\Gamma}^{11} & \bar{\Gamma}^{12} \\
\bar{\Gamma}^{21} & \bar{\Gamma}^{22}
\end{bmatrix}, \quad \bar{\Gamma}_2 = \begin{bmatrix}
\bar{\Gamma}^{21} & \bar{\Gamma}^{22}
\end{bmatrix},
\]

where

\[
\bar{\Gamma}^{11} = h(a-bc)(\mu-\rho) - \mu
\]

\[
\bar{\Gamma}^{21} = \frac{-(ah-\lambda)^{\frac{bc}{a}} - 1 + [1-(a-bc)](\frac{bc}{a} - 1) + [\frac{1}{a} - 1]}{[(a+b+A)/a]}
\]

\[
\bar{\Gamma}^{12} = h(\mu-\rho)(a+b+A)
\]

\[
\bar{\Gamma}^{22} = -(\lambda+\rho) + h(\rho-\mu)(a-bc)
\]
\[ c_{21} = \frac{\rho \left( b \cdot c \cdot a - 1 \right)(a - h - \lambda) + \mu ((a - bc)h - 1)}{((a + b + A)/a)} \]

\[ c_{22} = ha(\mu - \rho) + \rho \lambda \]

There are six ways to infer \( \mu, \rho, \lambda \) from the coefficients of \( \Theta(L) = (1 - \rho L)(1 - \mu L)(1 - \lambda L) \). For every such way, it is possible to uniquely infer \( \frac{bc}{a}, \frac{a + b + A}{a}, \beta \), as we show below. First, note

\[ ah = \frac{c_{22} - \rho \lambda}{\mu - \rho} \]

\[ (a - bc)h = \frac{c_{11} + \mu}{\mu - \rho} \]

\[ (a + b + A)h = \frac{c_{12}}{\mu - \rho} \]

Consequently,

\[ \frac{a + b + A}{a} = \frac{c_{12}}{c_{22} - \rho \lambda} \]

\[ \frac{bc}{a} = 1 - \frac{c_{11} + \mu}{c_{22} - \rho \lambda} \]

Next taking into account the formula for \( h \), note that

\[ ah = \frac{\lambda(1 - \frac{bc}{a} + [(1 - \frac{bc}{a}) \cdot (a - 1) \cdot \lambda \cdot h \cdot \Phi])}{[\frac{bc}{a} + \frac{b + A}{a}] (1 - \lambda \mu \rho)} \]

Hence,

\[ \beta = \left\{ \left[ \frac{bc}{a} + \frac{b + A}{a} \right] \lambda \cdot ah - (1 - \frac{bc}{a})^{-1} \right\}^{-1} \left\{ \lambda (1 - \frac{bc}{a}) + [\frac{bc}{a} + \frac{b + A}{a}] ah \right\} \]

\[ \beta = \frac{1}{\lambda \mu} \left\{ 1 + ah \left[ \frac{bc}{a} + \frac{b + A}{a} \right]^{-1} \right\}^{-1} \left\{ ah \left[ \frac{bc}{a} + \frac{b + A}{a} \right] + \lambda (1 - \frac{bc}{a})^{-1} \right\} \]
Since—for the given values of $\lambda$, $\mu$, $\rho$—$ah\frac{b+A}{a}$ and $bc\frac{b}{a}$ are identified, it follows that $\beta$ is too. In fact, $\rho$, $\mu$ and $\lambda$ are locally identifiable from $\theta(L) = (1-\rho L)(1-\mu L)(1-\lambda L)$. This establishes that all $\Gamma \in P$ are locally identifiable from the reduced form coefficients $\theta(L)$, $\beta_2^{22}$, $\beta_1^{11}$, $\beta_1^{12}$ and $\beta_1^1$.

It is of interest to note that $\beta$, $\theta(L)$ and $\beta$ do not permit inferring more than the nine elements of $\Gamma$. To see this, note that $\beta_1^{21}$, $\beta_2^{22}$, and $\beta_2^{21}$ are exact functions of the remaining elements of $\beta$ and of $\theta(L)$.

We have shown local, but not global, identification. In fact, global identification does not obtain for all $\Gamma \in P$. It is straightforward to check global identification for any particular $\Gamma \in P$. First, execute the mapping $\Gamma \rightarrow \theta(L)$, $\beta_1^{11}$, $\beta_2^{22}$ ($\beta$ can be ignored). Then compute the six different ways of allocating the labels "$\mu$", "$\rho$", and "$\lambda$" to the roots of $\theta(L)$. Then compute the associated six values of $\frac{a+b+A}{a}$, $\frac{bc}{a}$, and $\beta$ using the formulas provided above. The result will be six vectors in $P^9$, where one of these is by construction the $\Gamma \in P$ we started out with. If none of the alternatives to $\Gamma$ belong to $P$, then global identification obtains at the point $\Gamma \in P$.

At this point, the sources of temporal aggregation bias in estimates of speed of adjustment are clear. The restrictions implied for the continuous and discrete time Wold representation by the continuous and discrete version, respectively, are similar. However, the continuous time model loses the property of being a pure AR(2) process upon sampling the data and averaging.
sales. This sampling and averaging results in the continuous and discrete models having different implications for measured data. The experiment outlined in this section can be undertaken in such a way as to isolate the contributions to bias of sampling and of averaging.

H. The Effect of Averaging on Covariances

In a recent paper, Blinder [1984] studies the so-called production smoothing model of inventories and sales. In that model, the short run production function is concave and the underlying shocks are dominated by a serially uncorrelated demand shock. The model of this paper, with the variance of \( v(t) \) small and \( u(t) \) serially uncorrelated, has these properties. The short run production function clearly is concave, since (with \( b=0 \)) it takes the form

\[
\gamma(N) = \frac{2}{a} [N+z]^{1/2},
\]

where \( z \) is a function of the existing stock of inventories. (Note that the degree of concavity in \( \gamma \) is inversely related to the size of \( a \). The variable \( z \) is guaranteed to be positive if the stock of inventories is at a level where the marginal product of inventories is positive.)

The production smoothing model has the implication, according to Blinder, that the covariance of sales, \( s(t) \), and inventory investment, \( DI(t) \), is negative. In this model, inventories act as a buffer to smooth production in the face of disturbances to sales. Blinder observes that the covariance of measured sales and investment is in fact positive, thus contradicting the implication of the production smoothing model. Blinder argues that the model can be reconciled with the data by introducing the
right kind of serial correlation in \( u(t) \) (it needs a "hump shaped" moving average representation), or by raising the variance on the production shock, \( \psi(t) \). The analysis of this paper suggest a third possibility, namely that the positive covariance between measured sales and investment is an artifact of averaging. (A fifth possibility, not discussed here, is \( b \) large and positive.)

Recall that measured sales, \( \delta(t) \), are related to actual sales, \( s(t) \), by \( \delta(t) = \int_0^1 s(t+\tau) d\tau \). Similarly, measured investment, \( I(t+1) - I(t) \), is related to actual investment by the averaging operator: \( I(t+1) - I(t) = \int_0^1 DI(t+\tau) d\tau \). It seems in principle possible that \( \text{Cov}(DI(t), s(t)) < 0 \) and \( \text{Cov}(I(t+1) - I(t), \delta(t)) > 0 \). To see this, consider two random variables, \( x_t \) and \( y_t \), and suppose that \( \text{Cov}(x_t, y_t) < 0 \), but that \( \text{Cov}(x_t, y_{t-1}) \) is large and positive for \( \tau = \pm 1 \). Then it is the case that \( \text{Cov}(\frac{1}{2}(x_t + x_{t+1}), \frac{1}{2}(y_t + y_{t+1})) = \text{Cov}(x_t, y_t) + \frac{1}{2}\text{Cov}(x_t, y_{t+1}) + \frac{1}{2}\text{Cov}(x_t, y_{t-1}) > 0 \). Evidently, the condition required for averaging to reverse the sign of a covariance is a special one. It requires that the contemporaneous covariance and lagged covariance be opposite in sign.

In a (failed) attempt to find an example of the case \( \text{Cov}(s(t), DI(t)) < 0 \) and \( \text{Cov}(\delta(t), I(t+1) - I(t)) > 0 \) we considered the following model:

\[
Dx(t) = Ax(t) + \varepsilon(t),
\]

where

\[
x(t) = \begin{pmatrix} s(t) \\ DI(t) \end{pmatrix}, \quad A = \begin{bmatrix} a_{11} & a_{12} \\ 0 & a_{22} \end{bmatrix}
\]
\( \varepsilon(t) \) is white, and \( a_{11} < 0 \) for \( t = 1, 2 \). Then,

\[
e^{A_t} = \begin{bmatrix}
a_{11}^{\top} & \left( \frac{a_{12}}{a_{22} - a_{11}} \right) e_{22}^{\top} - e_{11}^{\top} \\
\frac{a_{12}}{a_{22} - a_{11}} & e_{22}^{\top}
\end{bmatrix}
\]

Now, \( EY(t)Y(t-\tau)^{\top} = e^{A_t} \text{Var}(Y_t) \), where

\[
\text{Var}(Y_t) = \begin{bmatrix}
- \frac{1}{2a_{11}} - k^2 \left( \frac{1}{2a_{22}} + \frac{1}{a_{11}} - \frac{2}{a_{11} + a_{22}} \right) & \frac{a_{12}}{2a_{22}(a_{11} + a_{22})} \\
\frac{a_{12}}{2a_{22}(a_{11} + a_{22})} & \frac{1}{2a_{22}}
\end{bmatrix}
\]

Here, \( k = \frac{a_{12}}{a_{22} - a_{11}} \). Thus, in particular,

\[
\text{Cov}(s(t), DI(t)) = \frac{a_{12}}{2a_{22}(a_{11} + a_{22})}
\]

\[
\text{Var}(DI(t)) = -\frac{1}{2a_{22}}
\]

Now,

\[
\text{Cov}(E(t), I(t+1) - I(t))
\]

\[
= \frac{1}{0} \int s(t+\tau) d\tau \int_0^1 \text{DI}(t+\nu) d\nu
\]

\[
= \frac{1}{0} \int \int \text{Cov}[s(t+\tau), DI(t+\nu)] d\tau d\nu
\]

\[
= \left( \frac{2p}{a_{22} - a_{11}} \right) \text{Var}(DI(t)) \left[ \frac{e_{22}^{\top} - a_{22}}{a_{22}^{\top} - a_{11}} \right] \left[ \frac{e_{11}^{\top} - a_{11}}{a_{11}^{\top} - a_{22}} \right]
\]

\[
\text{Var}(I(t+1) - I(t)) = 2 \text{Var}(DI(t)) \left[ \frac{e_{22}^{\top} - a_{22}}{a_{22}^{\top}} \right]
\]
where

\[ \rho = \frac{\text{Cov}(s(t), DI(t))}{\text{Var}(DI(t))} = \frac{-a_{12}}{a_{11} + a_{22}}. \]

Define

\[ -\bar{\rho} = \frac{\text{Cov}(\bar{s}(t), I(t+1) - I(t))}{\text{Var}(I(t+1) - I(t))}. \]

Then,

\[ -\bar{\rho} = \left( \frac{1}{a_{22} - a_{11}} \right) \left[ a_{22} \left( -a_{11} \right) \left( \frac{a_{22}^2}{a_{11}} - a_{11} \right) \right] \]

\[ = \left( \frac{a_{22}}{a_{22} - a_{11}} \right) \left( \frac{1}{2} + \frac{1}{3} \frac{a_{11}}{a_{22}} + \frac{1}{4} \frac{a_{11}^2}{a_{22}} + \cdots \right) \left( \frac{a_{22}^2}{a_{11}} - \frac{a_{11}}{a_{22} - a_{11}} \right). \]

If it were possible to choose \( a_{11} \) and \( a_{22} \) so that \( (\bar{\rho}/\rho) < 0 \), then we'd have an example in which averaging produces a switch in the sign of a covariance. Unfortunately, this seems not to be possible, at least for extreme values of \( a_{11} \) and \( a_{22} \). The following results may be confirmed:

\[ a_{22} \to 0 \Rightarrow -\bar{\rho}/\rho \to 1 \]

\[ a_{22} \to -\infty \Rightarrow -\bar{\rho}/\rho \to \infty \]

\[ a_{11} \to 0 \Rightarrow -\bar{\rho}/\rho \to \text{positive constant} \]

\[ a_{11} \to -\infty \Rightarrow -\bar{\rho}/\rho \to 1 \]

We do not have an analytic result for the case \( a_{11} \to a_{22} \). However, numerical simulations suggest that in this case \( (\bar{\rho}/\rho) \to \text{a positive constant} \).
I. Interpreting Fundamental Moving Average Representations

A current widespread practice is to compute and report the fundamental moving average representation of unconstrained estimated discrete time vector ARMA models. Frequently, errors in this representation ("innovations") are interpreted as surprise shocks to the utility or production functions of agents. In addition, the moving average coefficients are interpreted as reflecting the transmission mechanisms whereby these surprises dynamically influence the variables observable to the econometrician.

A basic difficulty associated with the above procedure was pointed out by Hansen and Sargent [1982]. They note that dynamic economic theory does not always imply that the innovations in the sampled data observed by the econometrician coincide with shocks to technology and preferences. A divergence can arise for two reasons. First, assuming a correct model timing specification, the model may imply a nonfundamental representation. In this case, the innovations are a square sumable linear combination of shocks to technology and preferences going into the infinite past. (See Hansen and Sargent [1980, ftn. 12] for a simple illustration of this possibility.) The second potential source of divergence arises if agents are making decisions over a finer interval than the data sampling interval, for example, in continuous time. In this case the first possibility mentioned above can also arise (e.g., detC(D) in (21) may not be invertible). However, even when this does not occur, there can be a divergence between the innovations in the discrete time sampled representation and the continuous time disturbances to preferences and technology. In addition, the discrete time moving average
coefficients may deviate sharply from resembling a sampled version of the continuous time moving average representation.

We propose to supply evidence on the empirical importance of both of the above difficulties in the context of our bivariate model of inventories and sales. As a byproduct of the estimation we plan to carry out, we can compute the moving average representation that appears in operator form in (21), evaluated at the estimated parameter values. We plan to compare this with the moving average coefficients of the fundamental representation of sampled averages from our continuous time model. Finally, we plan to use discrete time data on sales and inventories to estimate the one step ahead prediction errors that agents are making in continuous time (Hansen and Sargent [1982] describe projection procedures for doing this). We will compare these with the innovations computed from our discrete time fundamental sample representation.

As an example, consider the case $n = m = \delta_0 = \delta_0 = 1$, $\delta_1 = \delta_2 = \delta_1 = 0$, which was studied in Section F.

There we report

$$Y(t) = \frac{\tilde{c}(D)}{\tilde{g}(D)} \tilde{e}(t)$$

$$= \int_0^\infty f(\tau) \tilde{e}(t-\tau) d\tau,$$

where

$$f(\tau) = \begin{pmatrix} f_1(\tau) \\ f_2(\tau) \end{pmatrix} = A_1 e^{-\alpha_0 \tau} + A_2 e^{-\beta_0 \tau} + A_3 e^{(\tau-\lambda)\tau}, \tau > 0,$$

and
\[ A_1 = \frac{-\beta(-\alpha) \lambda}{(\beta - \alpha)(\alpha + \gamma - \lambda)} = \begin{pmatrix} A_1^1 \\ A_1^2 \end{pmatrix} \]
\[ A_2 = \frac{-\beta(-\alpha) \lambda}{(\alpha - \beta)(\beta + \gamma - \lambda)} = \begin{pmatrix} A_2^1 \\ A_2^2 \end{pmatrix} \]
\[ A_3 = \frac{\beta(-\alpha) \lambda}{(\gamma - \alpha)(\gamma - \beta)} = \begin{pmatrix} A_3^1 \\ A_3^2 \end{pmatrix} \]

Where \( A_j^i \) are two element row vectors, \( i, j = 1, 2 \). Note that \( f_1(0) = 0 \) and \( f_2(0) \neq 0 \). This is an implication of the fact that \( I(t) \) is, and \( s(t) \) is not, differentiable. In addition to \( \{ f(t) \} \), it is also of interest to compute \( \{ \overline{f}(t) \} \), the moving average representation of \( \{ \overline{Y}(t) \} \), where
\[
\overline{Y}(t) = \begin{pmatrix} I(t) \\ \frac{1}{\int_0^{\infty} s(t+\tau)d\tau} \end{pmatrix}
\]

The function \( \{ \overline{f}(t) \} \) is defined by
\[
\overline{Y}(t) = \int_{-1}^{\infty} \overline{f}(\tau) \left( t - \tau \right) d\tau,
\]

where
\[
\overline{f}(\tau) = \begin{cases} f_1(\tau) \\ \overline{f}_2(\tau) \end{cases},
\]

and \( f_1(\tau) = 0 \) \( \tau < 0 \), \( \overline{f}_2(\tau) = 0 \) \( \tau < -1 \). Here,
\[
\overline{f}_2(\tau) = \frac{1}{0} \int \overline{f}_2(\tau + k) dk - 1 < \tau.
\]
Straightforward calculations show that

\[
\bar{f}_2(\tau) = \begin{cases} 
A_1 \left( \frac{1-e^{-\alpha_0}}{\alpha_0} \right) e^{-\alpha_0 \tau} + A_2 \left( \frac{1-e^{-\beta_0}}{\beta_0} \right) e^{-\beta_0 \tau} \\
+ A_3 \left( \frac{1-e^{(r-\lambda)}}{\lambda-r} \right) e^{(r-\lambda)\tau} & \tau > 0 \\
- \frac{\alpha_0 (\tau+1)}{A_1} + \frac{-\beta_0 (\tau+1)}{A_2} & -1 < \tau < 0 \\
+ A_3 \left( \frac{1-e^{(r-\lambda)(\tau+1)}}{\lambda-r} \right) & -1 < \tau < 0 
\end{cases}
\]

It is easy to verify that \(\bar{f}(-1) = 0\), and that \(\bar{f}_2(*)\) is differentiable for all \(\tau > -1\). However, \(\int_{-1}^{\infty} \bar{f}(\tau) \bar{e}(t-\tau) d\tau\) is not the fundamental representation for \(\{\bar{Y}(t)\}\). To get this requires first factorizing the spectral density of \(\{\bar{Y}(t)\}\), which is

\[
S_{\bar{Y}}(s) = G(s)S_\chi(s)G(-s)^\tau,
\]

where \(S_\chi(s)\) is the spectral density of \(\{\chi(t)\}\) and

\[
G(s) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{e^s - \frac{1}{s}}{s} \end{bmatrix}.
\]

It appears that this factorization is difficult to accomplish, since \(G(s)\) is not rational. If inventories were measured end-of-period, rather than beginning of period, then the problem vanishes. To see this, suppose that the data are \(\bar{Y}(t)\), where

\[
\bar{Y}(t) = G(-D)y(t).
\]
In this case, \[ [G(-D)\bar{\theta}(D)/\theta(D)]\bar{e}(t) = \int_{0}^{\infty} g_{1}(\tau)\bar{e}(t-\tau) \, d\tau, \]
where
\[ g_{1}(\tau) = f_{1}(\tau) \]
\[ g_{2}(\tau) = \int_{0}^{1} f_{2}(\tau-k) \, dk, \]
for \( \tau > 0 \). This is a fundamental representation for \( \{Y(t)\} \).

A number of normalization questions arise when comparing matrix continuous time and discrete time moving average representations. To see this, suppose
\[ Y(t) = \int_{0}^{\infty} f(\tau)\bar{e}(t-\tau) \, d\tau \]
\[ X(t) = \sum_{j=0}^{\infty} C_{j}u(t-j). \]
The first model is that of \( \{y(t), t \text{ real}\} \), while the second is that of \( \{Y(t), t \text{ integer}\} \). Since the above representations involve products of moving averages and errors, there is considerable latitude in how to measure these, while leaving the model substantively unaffected. Before undertaking comparisons of objects like \( \{f(t), \tau > 0\} \) and \( \{C_{j}, j=0,1,2,\ldots\} \), some "natural" normalization for these must be found.
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