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1. Introduction

This note illiustrates some of the effects of temporal
aggregation blas on government policy evaluation. Following Lucas
[1976], a change in government policy is modeled as a change in
the value of a structursl parameter. The objective of the econo-
metrician 4s to determine the effect of the policy change on the
conditlional expectation of a variable of interest, In the ex-
ample, the data are generated by a contimacus time model, while
the econometrician proceeds as though the underlying model is
discrete, with 8 timing Interval +4hat coincides with the data
sampling Interval, The example provides an indication about the
empirical circumstances in which the conseguences of this specifi-
cation error will be severe.

In the example, agents set employment, y(t), to maximize
discounted profits subject to a given real wsge rate process,
{-z(t)}, and productivity shock process, {x{(t)}. Temporal aggre-
gation produces greater distortion, in the example, the greater
the costs of rapidly ad)usting y(t) and the greater the proportion
of variation in {z{t)}} that is concentrated at high frequencies.
In both of these cases agents' decisions are relatively sensitive
to contemporaneous and near-term expected movements in {z(t)] and
[x{#}}. These are dynamic relations that are not well captured by
the econometrician's discrete time version of the model.

The simplicity of the example not only makes analytical
regults possible, it alsc permits abstracting from other temporal

aggregation effects that have been studied extensively in the



literature..}f In the example, temporal aggregation does not
distort the predictive performance of the econometriclan's model
in the absence of structural change. This is because both the
misspecified dilscrete approximate model and the true continucus
time model imply the same second moment restrictions on the sam-
pled data available to the econometrician. Models that are llkely
to be used In practical situations are unlikely to share this
characteristic. This 1s fortunate since dJdifferences between
overidentifying restrictions are a potentlally valuable source of
informatlon =sbout which model--discrete or continuous.-is bhetter
suited to the data. 2/

The next section presents the model and our resulis.

Conclusions appear in gectlon 3.

2. The T}llustration

Suppose agents choose y(t), t » 0 to maximize

N
(1a) Ln B, = é’ {(x(6)+2(t) y(e)- £ B y(0)%- Z B [Dy(2)[P}as
subject to

{1b) x(t) = Dvy

(1e) (o+D)z(t) = vZ.

t

Here, (vz,v:) i1s a continuous time vector white noise and D is the
time derivative operator. 3/ (see Bergstrom [1976] for a discus-
sion of the technlecal detalls associated with the D operator and a

continuous time white noise.) Also, o, Hl’ and HQ are positlve



constants, The model is a contlnuous time version of the model of
employment studied in Bargent [1978; 1979, Chapter XIV, section
1].

Exploiting certalinty equivalence and applying standard

calculus of variations techniques, the solution to (1) is given

by ﬂ./
1
Dy (t) p W v{t)
(2} = +ul(t),
Dz (%) 0 -0 z(t}
where p = —(HI/H2)1/2 and u(t) = 0——%?—v:,v:) The representa-—

2
tion of {y(t),z(t)]} sampled at the integers is

y(t) e ef - o™ (£-1)
He(c-p)(c+p)
(3) = + g(t),

z{%) 0 e 7 z{t-1)

where £(t) is a discrete time, bivariate white noise.
We suppose that the econometriclan has observations on
{yt,zt,t=T,T-1,Tu2,...}. He/she lncorrectly believes the data are

generated by the following discrete problem. Maximize over con-

tingency plans for [yo,yl,...}

(ha)

Ty § 2 {(x(8)+2(6) Yy (8)= S 0 y(8) 2 2w (3 (8)-y(8-1))?)

N+m

subject to
(4b) x(t) =

(ke) z(t) = ¢z(t-1) + 8y s



where g, and §, are vhite noise processes, uncorrelated at nonzero
lags. Here l¢| <1, and By, h2 are poslitive constants. The

reduced form representation corresponding to this problem ig

v\ |2 ] /v
(La) = + Wy
z{t} 0 $ z(t-1)
&11 by, | /¥(t-1)
(5) = oW,
{le by, | \z(t-1)

88y, (See Sargent [1979] for details about the derivation of

(4).) Here X is the unique soclution to

h
7\-1-—1-:-1?1—4- 2, lll <1,
2
and {Wt} is & discrete time 2 x 1 vector white noise.
The structural parameters of the dlscrete time problem,

(3), are exactly identified from the reduced form parameters in

{5) as follows;

A= by
$ = by
(6)

R -

2 b12(l_bllb22)

1
- + 2 -

hy he(l 5 2)



The reduced form restrictions implied by the econometri-

clan's approximate model are
by = 0
(T) bll’bzg e ('—l,l)
sign (b11b22) = gign (blz)’

where sign (x) denotes the sign of the variasble x. It can be
verified that +4hese restrictions are setisfied regardless of
values of the structural parameters of the underlying parent model
{e.gs, (3)). Consequently, in population the econometricien will
obtain the true values of the reduced form parameters, [bij]‘ It
follows that from the point of view of the data, models (1) and
(L4} are observationally equlvalent. On the other hand, we shall
see that (1) and (4) differ in their. implications for the conse-
quences of a policy intervention to he described below.
Substituting from (3) into (6) we obtain the econometri-
cian's population egtimates of +the structural parameters of
his/her misspecified model as a function of the structural parame-

ters of the true model, {1):

-

(8) -
ep-ccl(c—p)(0+p3

2" (ePee™0)(1-e'P~))

=3
|

1
- hg(l"' E’ —2)0



We conglder 2 government poliey Intervention at time T,
which haes ithe effect of altering the value of g. The econometri-
cian is Informed of the resulting effect on the parameter of the
discrete time representation of z{(t}; i.e., the effect on ¢ = e”9,

The mean of the conditional distribution of y(T+1),
which we denote by Eqp(y(T+l);0), in the absence of a government

policy change 1is
(9) Eply(Te1)50) = by,y(T) + b ,2(T).

With the change in government policy, the conditionel mean of

v{T+1l) is
(10} ET(y(Tﬂ)-,E) = blly(T) + EIQZ(T)o

In (10), account has been taken of the fact that a change in ¢ has

no effect on by, {(see (3) and (5)). Here,

aP _ 7"

(11) B, =
Y2, (5-p) (Brp)

vhere o is the new value of o. The variables p and Hy are left at

thelr pre-iptervention values because they are not functions of o.

The economeirician will produce the following condl-

tional forecast of y{T+1), after being informed of the change

in $ 0o § = e 7

(12) Ep(y(T+1)35) = by ¥(T) + b (),



Here bll 1s left unchanged because, by (6), the econometrician
believes b;; to be a functlon of A which is unrelated to ¢. By

{6} the econometrician sebs

11%
he(l—b11$)

e}

t

12

(eP-e")(1-e'P"?) _ (0-5)

*

Hz(d—p)(c+p)(l—e(p—33)

Evidently, the extent to which the econometriclan's
conditional one-step-ahead forecast of y(T+l) is misleading de-—
pends on the discrepancy between b12 and ’512. It is therefore of

interest to consider the following expression,

-

P12 | (eP=e (10 T) (5p) (5vp) (0-3)

E12 (ep-e“a){l_e(9~5))(c—p)(o+p)

(13)

Now, the variance of z(t) is inversely proportional to
fo 8 Consider an intervention which has the effect of ilncreasing
the variance of z(t) by 10 percent, so that ¢ = .9 x ¢. Then {13)

may be written,

(=)

12 _ (ep—e_c){l—e(p"C))(-9c—p)(,gq+p) o190,

512 {ePoe™*7%) (1-eP""9° Ho-p){otp)

As was stated in the Iintroduction, one would expect the

{14) Pp,0) =

congeguence of timing misspecification (here measured by q;) to be
more severe the greater the importance of adjustment costs in the
Tirm's objective function. This 1is becanse the presence of ad-

Justment costs creates an lncentive on the part of firms to condi-



tion current decisions on forecasts of the future. In addition,
the presence of adjustment costs also has the effect of creating a
dependency TbDelween current decisions and decisions made in the
recent past. The parameter H2 measures the relative weight of
costs of adjustment in the example of this paper. It appears
in ¢ via p = -fﬁ;?ﬁ;; The reasoning IiIn this pafagraph would
therefore suggest that ¢ departs from 1 with a decrease in [p[.
It is supported by the fact, easily verified, that ¢lp,0) + 1 as
p + —~» for any value of g. The case p = -= corresponds to H2 = 0,
when there are no adjustment costs and the model is static. 5/
Evidence on the behavior of Y for less extreme values of p 1is
provided in Table 1, which willl be discussed below.

It wvas alsoc mentioned in the Introduction that one would
expect the consequence of speclfication error to be more severe
the greater the proportion of the variation in {2(%)} that 1is
concentrated at high frequencles. Below, we provide a measure, P,
of the fraction of the total variation in {z(t)} concentrated at
high frequencies. We show that P increases with o, so that we
expect | to depart from 1 a8 ¢ lncreases.

The spectral density of {z(t)} in (le) is

(15) s (0) = [ ac =)
g+

where ¢ is & constant. As is well known, the variance of {z(%)}
can be expressed as the integral of the spectrum of [z(t)} over

all frequencies as follows:



1t
(16} var (z(t)) = 5= [ 8 (u)du

1
b

O 3

Szfm)dm,

since Sz(m) = SZ(—m). The fraction of the variance of {z{t)} that

is concentrated in high (i.e., above 7t} frequencies, P(g), is

therefore
.1
J Sz(w)dm
{1m PMo)=1-2—
bez(m)dm

Carrying out the Ilntegration, one gets 5/

(18) P(o) = 1 = 2 tan™ (D),

vhere the range of +tan™ 1s restricted to [0,n). Evidently,
P(o) +1 as o + « and P(g) + 0 a8 ¢ + 0, Therefore, as ¢ in-
creases, the fraction of total variation in {z(t)} that Is concen-
trated iIn high frequencies increases.

The numerical results reported in Table 1 are consigtent
with the arguments of the preceding two paragraphs. Table 1
indicates that, over the range of parameter values considered, the
econometrician is led to overpredict the effect on by, of the
government policy change, The range of error for the parameter

values considered is from 0 to 23 percent.



Table 1
W(p,a)
‘$ o> -5 -1.0 -1.5 -2.0 -2.5 -3.0 ~3.5 -4.0
.5 1.004 1.004 1.003 1.003 1.003 1.002 1.002
1.0 1.016 1.01h 1.013 1.012 1.011 1.010 1.008
1.5 1.035 1.034 1.030 1.027 1.024 1.022 1.019
2.0 1.061 1.059 1.056 1L.0L8 1.0hk 1.039 1.035
2.5 1.09L 1.092 1.087 1.082 1.069 1.062 1.055
3.0 1.133 1.130 1.125 1.118 1.110 1.091 1.082
3.5 1.179 1.175 1.169 1.160 1.150 1.139 1.11k
h.o 1.229 1.225 1.218 1.208 1.196 1.183 1.116

3. Coneclusion

An example has been presented in which the reduced form
distortions usually associated with temporal aggregation are not
present., These are the distortions studied by Sims [1971], Geweke
[1978], Marcet [1985], Hansen and Sargent [1983], Christiano and
Eichenbaum [1986], and Christiano [forthcoming| and—-if present in
our example-—irould result in models (1) and (%) being observation-
ally distinguishable. The two feaiures of the setup of this peper
that rule out these distortions are: (a) that models (1) and (L&)
place no overidentifying restrictions on their respective reduced
forms, other than that {z(t)} fails to Granger-cause {v(t)}, ana

() that the continuous time representation is specified to have sz




first order vector asutoregressive repregentation in continuous
time.

Despite the sbsence of the usual temporal saggregation
effects, the example of the paper nevertheless exhibits a poten-
tial for blas due to model timing mlsspecification. The bilas
arises when the model is put to use evaluatlng the consequence of
a goverpment policy intervention. The source of bilas is that the
econometrician who mistakenly proceeds as though the true model is
dlscrete misspecifies <the mapping from the governpent policy
parameter to the parameter of the private decislon rule. In the
present context, the policy parameter is 4§, and the relevant deci-
sion rule parameter 1s b;,. Equetion (6) isdicates that the
econometrician believes that +the wvalue of byo ;n the poat-
intervention period (Biz) is related to ¢ éndrthe_pre;intervention
reduced form parameters (bll’blz’bEE) as follows:

1'b11b22]

5y = 152
12 12%,,7 V15, ¢

On the other hand, the link bebtween the sctual post-intervention

value of by, {denoted by 312) and ($,bq1,byp,b,5) is

8 ox {logb22+logblll(logb22alogbll)(bll—¢)]
12 12l {logp+logh )(log¢—logblij(h )R

11 11‘b22



Footnotes

}fSee, for example, several of the papers In Bergstrom
{1976], 8ims [1971], Geweke [1978], Marcet [1978], Hansen =and
Sargent [1983], Christiano and Eichenbaum [1986}, and Christiano
[forthcoming] .

fyChriatiano [forthecoming] provides a formal technlque
for determining which model tiIming interval seems best sulited to
the data.

3/ atscussion of {1b) appears in Appendix A.

4/5ee Hansen and Bargent [1980] for a detailed discus-~
sion of the solution to (1).

2/ ynen Hy = 0 and p = -, {y(t)} is not a well-defined
stochastic process., Thls Is because I specified the productivity
shock, {x(t}}, (see (1b)) to be a generalized stochastic process
(see Appendix A for a discussion). When Hy = 0, then [y(t}] 15 =
generalized stochastle process hoo since in this cease, the solu-
tion to (1) is Just y(t) = (x(t}+=z(£})/H). 1 specified {x(t)} the
way I did in (1b) in order to guarantee that the solution to {1)
be the vector first order differential equation given In (2).
This In turn was desired in order to sinmplify the analysis. As is
easily verified, the autoregressive matrix in (3) possesses a
well-defined limit as Hy + 0. On the other hand, the varlance of
the first element in {g£(t)} explodes to infinity as H, + O.

~6-/Here, we use the facts | (= dp = * tan~t (%)lz and
8,

02+UJ2 o

tan—l (0) = 0.
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Appendix A

An Interpretation of the
Productivity Shock Specification, (1ib)

The apecification of the technoleogy shock process in
(1b) reguires elaboration since, taken literally, it implies a
convradiction. The model assumes that firms observe and react Lo
a contlnuous record on {Dvﬁ}- On the other hand, {DVE} is not a
realizable stochastic process and so cannot literally he “ob-
sarved."

One way to interpret (1b) is as the limit of the follow-

Ing sequence of representations as y ¢+ 0:

(A1) x(t) = —2— v%,

(yp+1)2 F
For each y > 0, (Al) is an ordinary stochastic process, and there-
fore, realizable. In addition, for each ¥ > 0, the cptimal rule

for setting Dy(t) is

-

(42) py(t) = oy(t) + [gremyle(t) +§;—2~ . ] e Tx(ber)ar.
2° 0

Meking use of results in Hansen and Sargent [1980], (A1)} and (A2}

imply

+ | L Jz{t) + | ‘D(-IP+.1_)_,2-Q(~,;D+1)2 &

EREED) H2(YD+1)2(-Yp+l)2(D+p) t

{A3) Dy(t) = py(%)

Note that (A3) becomes the first eguation in (2) as vy ¢ 0.



