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"The: purpose of punighument, can only be to prevent the criminal from inflicting new injuries ow
citigens and to- deter others from similor acty." -Cesowe Beccawio, Itodian Economist (1738 -1 794)

L_INTRODUCTION

Does the existence and implementation of the death penalty deter crime? The debate around
the institution of capital punishment is perhaps as old as the penalty itself. Aside from the
ethical, sociclogical and psychological implications of the death penalty, the question lends
itself to an interesting economic analysis. If Beccaria is right, and the purpose of punishment is

deterrence, then an economic examination of the effect of the death penalty on capital crime is

crucial for policy implications.

Graph 1 below, is a presentation of the trend in homicides and executions in the United States
over time. Since 1976, when the Supreme Court (the Furman decision) reinstated the death

penalty, the number of executions has been steadily rising. There appears to be a simultaneous

Graph 1: A Time Series look at the Number of Executions and Homicide rate per
100,000 people in the United States of America
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fall in the homicide rates across the country.” While this is initially suggestive of a negative

relationship between the two variables, this paper attempts to look more closely at the data. |n
general, states with the death penalty have had higher homicide rates, and thus, perhaps have
instated the punishment as a response (Mocan and Gittings, 2001). Graph 2 illustrates that
although states with the death penalty had higher homicide rates in 1975, this phenomenon
appears to be changing with time. This paper attempts to look more closely at the data for the
United States. !t uses state level pane! data in an econometric evaluation of the deterrent

effect of the death penalty from 1976 to 2001.
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The two questions this paper asks are as follows: First, does the existence of the death penalty
in states deter capital crime levels? Second, if the state does indeed employ the death penalty,
to what degree does the likelihood of execution (the frequency with which the state

implements the death penalty) deter capital crime rates? This section is followed by a literature

" These data are aggregated for the United States. They are taken from the Bureau of Justice Statistics Online=»
Homicide trends and Capital Punishment links: hitp:/www.oip.usdoi, govibis!
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review, which first provides the theoretical framework for the investigation and then examines
the previous empirical research. The conceptual model in section 1) attempts to evaluate the
effect of the presence of the death penalty (A) as well as the probability of its implementation
(B) on capital crime: thus, the subsequent sections of the paper are divided into these two
categories. Following this, the ideal and actual data are presented in section IV. The actual
model is presented in section V, followed by a discussion of the results in section VI, From the
results, this paper concludes that both the presence of the death penalty and the probability of
execution function as deterrents for capital crime. While the dats are extremely limited, the

findings are statistically significant.

1L LITERATUIRE REVIEW

This section first describes the theory behind the deterrent hypothesis of capital punishment. [t
then outlines the previous empirical research in the field. This will provide the basis for the

development of a conceptual mode! in section 1.

Theory

An economic analysis of the deterrent effect of capital punishment uses 3 simple
supply/demand framework. Notwithstanding the pathological nature of murder, available
evidence is consistent with the idea that criminals make rational decisions about committing a
crime based on a cost benefit analysis (Ehrlich, 1975). Thus, Lthe supply of offenses is a function
of the offenders’ utility from committing the crime, the probability of apprehension and
conviction, and the severity of the punishment (Becker, 1968). The effects of employment,
income, and demographic variables are also important factors in determining the crime level.
The *demand’ for murder is determined by “how many offenses should be permitted and how
many offenders should go unpunished?” (Becker 1968). This is a function of the tradeoff
between net social costs and net social benefits associated with the penalty and of law
enforcement costs (Becker 1968). Becker's economic model provides the theoretical foundation

for much of the regression analysis on violent crime.




A person will commit a crime if the expected utility exceeds the utility s/he could gain by other
activities.* The expected utility from committing a crime is a function of the probability of
conviction, the punishment per felony, and the income recejved (monetary or psychological)
from the crime. Thus, the number of offenses committed by a person is related to these three
factors.? An increase in the probability of execution orthe severity of the punishment reduces
the expected utility and thus the number of offenses.* This Paper examines the effect of both

these factors on homicide: hence, each section lends itself to two distinct investigations.

Part A:

Economic theory indicates that Increasing the harshness of the punishment will reduce the
number of criminal offenses. While no previous theory denies that the death penaity is a
severe punishment (Clement, 2002), there has been debate about the extent of this severity.,
That life imprisonment is more likely to have a deterrent effect on crime (Beccaria, as quoted in
Clement 2002; Katz et al. 2001), is refuted by the theory that convicts almost universally seek
the commutation of a death sentence to life imprisonment (Ehrlich, 1975). Thus, the death

penalty is regarded as the harshest of punishments (Ehriich, 1975).
Part B:
Based on the frequency with which a state carries out executions, a murderer will estimate the

llkelihood of getting executed. Part B is concerned with the effect of this probability of

execution on capital crime. Given the existence of a severe punishment in the form of the

2 (Becker 1968) The utility expected from committing a crime (EU} = p,U; (Yi—£) + (1-pd U; (¥). Here, pis the probabil.ity of
conviction per offense, 1, is the utility function, Y; is the monetary and psychic income from an offense, and £, is the punishment
saer offense evaluated as the monetary equivalent. o . ‘ . .

Oi= Odps £, u;) Where O, is the number of offenses sthe would commit in a particular period t z?ncl Y is & portmanteau variables
that represents other influences such as the frequency of nuisance arrests or willingness to commit an illcgal act {Decker 1968).
? Given the expected utility function in labove, upon taking partial derivatives it is evident that 8EU/ dpe=U; (Yi-f) - Up(Y<
0 and 8EU;/ 8f; =-p; U; (Y;-f) <0, Therefore, an increase in either peor f; would reduce the utility expected from a crime and
would reduce the number of offenses because either the “probability of paying the higher price or the price itself would increase.”
(Becker 1968).
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death penalty (Ehrlich 1975), the analysis further classifies the costs of committing a crime
from the viewpoint of the criminal. The three categories include the probability of
apprehension (p,), the conditional probability of conviction given apprehension (Pc /), and the
conditional probability of execution given conviction (pe/). The notation 1- P, indicates the
probability of escaping apprehension. Table 1 shows the four consumption levels resulting from
this anaiysis ranked by Ehrlich (1975) according to the severity of the punishment. Thusg, the
supply of murder is not due to different motivations, but because the costs and benefits for

criminals differ from non-criminals (Becker, 1968).

Table 1: Consumption Prospects of Capltal Crime (Ehrlich, 1975)
State Probabilitles

Consumption Prospect

~7 Executio 2 (Peo) (Pes
Conviction of murder n —_— (Ps) (Pc/a) (Pe /) g
o VARSI G
/’ \ Imprisonment f (Pa) (Pe /o) (1-Pe /o)
pprehension m

murder

Conviction of a lessex, Other punishment (Pa) 1P /, c
\ offense or acquittal > > (Pa) (-pe/a) S G

No Apprehension «_No punishment 1- P, ~ C,
2 =

Where C,> Go> > g

By investigating the deterrent effect of capital punishment on homicide rates, this paper is
concerned with the supply of murder. In addition to the probabilities described above, Becker's
model aiso indicates that an increase in legitimate earning/income opportunities will have a
crime-reducing effect that must be accounted for in determining the supply of capital crime.
Previous research (Ehriich 1975, Forst et al. 1978, Avio 197¢, Layson 1983, Katz et al. 2001,
Mocan and Gittings 2001, Dezhbakhsh et al. 2002) uses several economic and demographic
variables as proxigs for this phenomenon. Ecomomic variables inctude income and
unemployment levels. The earnings opportunity theory indicates that increases in income will
decrease crime rates whereas increases in unemployment would have the opposite effect. The
demographic variables, age and race, represent the possible differential treatment of certain
segments of the population by the labor market or the justice system. Thus, the more white

persons in a population, the lower the expected homicide rate (Dezhbakhsh et al. 2002). The
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inclusion of time trends is justificd by the argument that advances in medical technology have

decreased the number of crime related deaths (Ehrlich 1975).

A brief overview of some of the factors infiuencing the demand for murder is useful since they
also affect homicide levels. The resources dedicated to law enforcement determine the level of
offenses that can remain un-penalized. Increasing expenditure on police or court personnel and
specialized equipment facilitates the discovery and conviction of offenders and reduces crime

rate (Becker, 1968).5

Previous Research

An overview of the literature on death penaity indicates that as early as 1764 an Italian
economist Cesare Beccaria had delineated an economic argument against the deterrent effect
of the death penalty. He claimed that peopie make rational economic decisions about
committing crimes by weighing the costs and benefits. He further arqued that the death
Penalty was not an efficient form of deterrence compared to life imprisonment- something he
considered the severest form of punishment. There was a lang lapse in the economic literature
on this subject until Gary Becker (1968) resurrected these economic arguments. This provided
the foundation for subsequent econometric research as discussed in this section. As mentioned
in the introduction, this paper seeks to examine two questions. Hence, | first discuss the
previous empirical research on Lhe effect of the presence of the death penalty on capital crime.
Given the existence of the death penalty, I then turn to the literature that examines the effect

of the frequency of its implementation (i.e. the probability of execution) on capital crime,

Unfortunately, since there seems to be a paucity of literature on the influence of the presence
of a death penalty on capital crime, a comparison between various empirical methodologies is

not possible. The Mocan and Gittings (2001) paper is the one analysis that accounts for the

* Police and court activity (A) is a function of various inputs of manpower (m), materials (t) and capital (c) i.e.
A=f{m,r,c). Increased activity is more costly (C). C=C(A). An empirical measure of activity A=h(p, O, &) where p is
the ratio of offenses cleared by convictions to al] offenses, a is arrests and other determinants of activity, and O is
the number of offenses. (Becker, 1968).
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difference between states that employ the death penalty and states that do not. It uses dummy
variables to distinguish between individual states based on whether or not they have the death
penalty. In a weighted least squares analysis ®of panel data from 1977-1997, they determine that

the presence of the death penalty lowers the number of murders by 67.

However, unlike the literature on the presence of the death penalty, there has been a
substantial amount of previous empirical research (Ehrlich 1975, Avio 1979, Layson 1983, Katz
et al. z001) thal focuses on the deterrent eftect of the probability of execution on capital crime
levels. These empirical investigations have employed different approaches varying from a time
series approach (Ehrlich 1975, Avio 1979, Layson 1983), cross sectional analysis (Cloninger, 1977)
or panel data (Katz et al. 2001, Mocan and Gittings 2001, Dezhbakhsh et al. 2002). This
metholodological variation between papers is examined below. Table 2 provides a direct

comparison of the methods and basic results of five of the major studies referenced.

T H |4 iv r$ on ter fec € Death Pen

*Note: data sources for homicide/execution for te United States were from FBI Uniform Crime Reports compiled by the Bureau of Justice Statistics

For more detailed information on the contral variables used in each study see Appandix 1.

share of state population)

Mocan and  State level panel data 1977-1997,
Gittings n=1050 (weighted least squaras by
(2001) share of state population)

Dezhbakhsh County level panel data:1977-1996,
et al (2002) 3054 counties (two stage least
squares)

Homicides per 1000
population

Murder per 100,000
residents

Lagged conditional
probabiliy;

executions,, /death row
Executlons,/death row
sentences, g

Paper Data Type Measure of Capital  Death Penalty proxy Death Penalty
yrd. Effect on Murder
Ehrlich Time Serjes: 1933-1969, n=36 Murder+non-negligent  Lagged conditional Negative, statistically
(1975) {aggregate crime statistics; Manslaughcr per 1000 probabiliy: significant
simultaneous equations) civilian population executions,,/convicted,
Avio Time Series: 1926-1960, n=34 Homicide rate per 1000 Lagged Ambiguous {sensitive
{1979) (Canada aggregate statistics; two population over 10 exacutions/executions + to specification), nu
stage least squares) years old commutations significant effect
Layson Time Series: 1927-1977, n=50 Homlcides per 1000 Lagged conditional Negative, statistically
(1983) (Canada aggregate statistics; two population probabiliy: significant
stage least squares) cxecutions;. /convicted,
Katz et al. State level panel data 1950-1990, Murder per 100,000 Executions/1000 Ambiguous {sensitive
(2001) n=1848 (weighted least squares by residents prisoners to specification, no

significant effect)

Negative, statistically
significant

Neyative, statistically
significant

Ehrlich (1975), Avio (1979), and Layson (1983) utilize similar time-series methodnlogies.

Observing that convicted offenders universally seek the pardoning of a death sentence in

° weighted by the residential population
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preference for life imprisonment, Ehrlich argues that the death penalty represents the greatest
cost of committing a capital crime. In estimating its deterrent effect, Ehrlich employs the
simple supply/demand framework that includes the probability and severity of punishment, the
effects of income, employment opportunities, demographic variables, and law enforcement
activities. He treats these estimates as jointly determined by a system of simultaneous
€quations. Avio (1979) and Layson (1983) employ the same system for Canada (they also used
ordinary least squares).” Ehrlich(1975) and Layson (1983) obtain results consistent with the

deterrence theory- an additional execution results in approximately 8 fewer murders. However,
Avio (1979) finds these effects to be statistically insignificant. This disparity is attributed to the
different time frames used by Ehrlich (1933-1969), Avio (1926-1960), and Layson (1927-1977),
Ehrlich cautions that the results may be biased by the use of national rather than state
statistics and due to the absence of data on the severity of alternate punishments for similar
crimes. His models are criticized for their sensitivity regarding variable specification and

functional form (Bowers and Pierce 1975, Passel and Taylor 1977, Sorenson et al. 1999).

On the other hand, Mocan and Gittings (2001), Katz et al. (2001) and Dezhbakhsh et al. (2002)
employ a panel methodology. Mocan and Gittings (2001) merge temporal data from 1077-1007
with state panels that include crime and deterrence measures as well as state characteristics.®
Dezhbakhsh et al. (2002) use county data from 1976-2001 to examine the deterrent hypothesis,
Both papers yield results consistent with Ehrlich’s deterrence hypothesis (1975). However,
there is some variation with respect to the magnitude of this effect. Dezhbakhsh et al. {2002)
determine that each execution results in 18 fewer murders as opposed to 6 as found by Mocan
and Gittings {2001). While the Mocan and Gittings (2001) paper obtains deterrence results
robust to model specifications and measurement of the variables, a methodologically similar
study by Katz, Levitt and Shustorovich (2001) reaches different conclusions. Katz et al. use
state level panel data covering the period 1950-1990 and empioy weighted least squares. They

argue that the quality of life in a prison has a larger impact on criminal behavior than the death

" The Cochrane Orcutt procedure to was used correct for first order serial correlation,
b They also examine the impact of clemency on homicide where increasing pardons decreases the cost of committing a crime and
thus should have a positive impact on the homicide rate (the results substantiate this hypothesis and are statistically signiticant)




penalty- an argument that dates back to Beccaria. This is supported by their robust results that
the death rate amongst prisoners (an estimate of quality of life) is strongly negatively
correlated with crime rates and thus consistent with deterrence. On the other hand, they

obtain little evidence that the execution rate influences crime levels.

A major limitation in all the studies is the estimation of the probability of execution. This is
because data that specifically match the individuals convicted in a certain year to their
subscquent executions are limited (Mocan and Gittings, 2001). Some studies (Ehrlich 1975,
Layson 1983, Mocan and Gittings) account for this by using previous year convictions and
current executions, others (Avio 1979, Katz et al. 2001) work within the same temporal
framework for both variabies. Proxies for the dependent variable differ from homicide rates
(Avio 1979, Layson 1983, Mocan and Gittings 2001), to manslaughter and murder rates (Ehrlich
1975).° The common contro! variables used by these studies include probabilities of arrest,

conviction, unemployment, income, race, age, police expenditures and time trends.

Thus, since the publication of the Ehrlich (1975) paper, the literature has divided into two major
categories: those in empirical agreement with Ehrlich, and uthers who vehemently argue
against his conclusion that capital bunishment deters crime. As illustrated above, although
there is some variation in the methodologies (state-level, time series, or panel data) and
estimation methods used (weighted least squares, ordinary least squares, and simultaneous
equation systems), in general the variables used in the analysis are similar across studies. What

differs then, is the time period analyzed, and the proxies used for estimating the variables.

11 CONCEPTUAL MODEL

The dependent variable, homicide rate, is a measure of capital crime. The control variables used
by previous researchers (discussed in section !I) are included. The conceptual model, based on

theory and previous literature, is specified below:

? These studies obtain most of their data from the FBI Uniform Crime Reports compiled by the Bureau of Justice Statistics
(Ehrlich 1975, Katz etal. 2001, Mocan and Gittings 2001, Dezhbakhsh et al. 2002).
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Homicide Rate = f(Legalization of Death Penalty; probability of arrest; conditional probability
of conviction; convictional probabllity of execution; age distribution; Income;
unemﬁloyment; race distribution; time trends; effectiveness of law enforcement
and the criminal justice system)
This model accounts both for the legalization of the death penalty and for the probability of
execution. Throughout history, state legisiation regarding the death penalty has changed
(Mocan and Gittings 2001) and the probability of execution can only be determined for states
that have the death penalty. A model that does not differentiate between states that do and do
not have the death penalty, miscalculates the deterrent effect. Thus, in order to present a more

accurate picture, the conceptual model includes two distinct sections A and B. This

classification is retained for the discussion of the data and results.

The first section uses a dummy variable to compare states that do and do not implement the
death penalty. It determines if homicide rates are different for the two groups and thus
examines the differential deterrent effect of the existence of a death penalty on capital crime.
However, the existence of the death penalty in a state is unlikely to be an exogenous event: it
is influenced by the murder rate (Mocan and Gittings, 2001). To aveid this simultaneity, the

dummy variable is lagged by one year (Mocan and Gittings, 2001)."°

Here, the investigation is further focused on the thirty-eight states that employ the death
penalty. Following previous research (Ehrlich 1975, Avio 1979, Layson 1983, Katz et al. 2001),

this model evaluates the effect of the probability of execution on homicide rates. As the death

19 An alternative approach is to use instrumental variables as also done by Mocan and Gittings {2001). However, they nsed
lagged probabilities of execution (deterrence variables) as their instrument. However, they interact their dummy with
probabilities of execution. My model in part A does not include the probability of execution as it is solely concerned with the
deterrent effect of the presence of the death penalty, Thus, [ do not use instrument variables. Another practical reason for lagging
the dummy variable as opposed to instrumental analysis is due to technical expertise limitations because the data are panel data.
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penalty is enforced more frequently, it is expected to have a greater influence in decreasing the

homicide rate,

IV _DATA: IDEAL VERSIIS ACTUAL

This section is concerned with the empirical implementation of the conceptual model: it
discusses the contrast between the ideal and actual data set used to test the hypothesis that
the death penalty acts as a deterrent to capital crime. The discussion is presented in four parts.
First, | evaluate the data used to estimate the dependent variable, capital crime. Then, | address
the ideal and actual data used to evaluate part A of the conceptual model described in section
. Third, | move on to a similar discussion of part B of the model. Lastly, | briefly assess the

data used Lo eslimale Lhe control variables and present a table documenting the data sources.

bata for Capital Cri

An ideal estimation of the dependent variable of interest is the true rate of capital offenses in a
population. This, (along with the other variables in the conceptual model) has been known to
vary across states and time (Mocan and Gittings, 2001). Thus, the data should ideally account
for this variation and be disaggregated temporally and across states. Moreover, the definition
of a capital offense that warrants the death penalty varies across states.” Therefore, the

measure of capital crime should be individual to cach state: for example, the capital crime rate
in North Carolina should only include first degree murder whereas the capital crime rate in
Georgia should include first degree murder, aircraft hijacking, treason, and kidnapping with

bodily injury or ransom when the victim dies.

Since this true rate of capital crime is unavailable for the individual states, ! use the number of

homicides per thousand people reported by the state pclice in a given year. The data were

1 gee Appendix 3 for the definition of capital offenses across states.
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obtained from the online Bureau of Justice Statistics, through the Homicide Trends link. The

data were available for the individual states for the time period 1976-2001.

Data for Part A of the Conceptital Madel

Part A attempts to answer the question “does the existence of the death penalty deter capital
crime?” These data compare the capital crime rates of states where the death penalty is legal
and states where it is not. It would also be useful to obtain state information on the
implementation of the death penalty and duration on death row for states that use capital
punishment. States where prisoners spend years on death row, or states (lile South Dakota and
Kansas) that have not implemented the death penalty since 1976, may not be perceived as
‘true’ death penalty stales by Lhe murderer. An alternative is intra-state comparisons of capital
crime rates before and after implementation of the death penalty. These intra-state data would
be ideal because they would control for the cultural and non-measurable differeﬁces between
states. However, this option is not possible for the following reasons. The Supreme Court ruled
that the death penalty was unconstitutional as administered in 1972. It then reinstated the
death penalty in 1976 (Snell, 2001). This skews the time period for a before-after comparison to
a limited four years without the death penalty versus almost thirty years (after 1976) with it. A
more practical reason for the unfeasibility of these intra-state comparisons is that state level

data for capital crime rates are unavailable prior to 1976.

Given these limitations, | use data that compare the capital crime rates since 1976 between
states where the death penalty is not employed and those where it is legal. This information is

specific to each year for the individual states.™ As of 2001, twelve states ™ do not emplioy the

'2 Whether the death penalty is legal not only varies between states, but it also varies within a state depending on the time period
in question. After the 1976 Supreme Court ruling, most states retained their original death penalty legislations. However, between
1976 and 1997, seven states (Kansas, New Hampshire, New Jersey, New Mexico, New York, Oregon, and South Dakota)
legalized the death penalty, and two {(Massachusetts and Rhode Tsland) abolished it. See Appendix 2 for the exact years in which
these states altered their constitutions. The information was obtained from “Focus on the Death Penalty” Justice Center Website,
University of Alaska Anchorage. Date downloaded: Dec 2™ 2002, httpe/fwww uaa.alaska. cdu/just/death/history htinl. The data
also account for recent moratoriums passed by various states. Although both Hlinois (January 2000) and Maryland (2002) passed
such moratoriume, only the Illinois resolution is relevant to the time period encompassed by this data set.
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death penalty; they cannot be used to determine the effect of executions on capital crime. T'he
data for which state jurisdictions do and do not employ the death penalty are accessible online

from ""Focus on the Death Penalty” Justice Center Website, University of Alaska Anchorage,

Data for Part B of the Conceptual Model

Part B attempts to answer the question “If the state employs the death penalty, does the
probability of execution act as a deterrent to capital crime?” The probability of execution is
clearly conditional upon arrest and conviction (Ehrlich, 1975). Ideally, these state level data
would estimate the fraction of persons convicted of murder in a given year (t) who were
subsequently executed at varying future points in time. These convict-specific data exactly
match convictions in year t with the number of executions from that group of individuals,
regardless of the execution year, and thereby determine the true conditional probability of
execution. Unfortunately, such precise data are unavailable. It would also be useful to obtain
information about implementation of the death penalty with regards to the average duration
on death row in various states. A time period of 20 days versus 10 yvears on death row would
influence the perceived relevant probability of execution as viewed by the murderer

(Dezhbakhsh et al. 200>, Krueger 2002). This too could potentially influence criminal behavior.

Since executions appear to tag conviclions by twelve to sixteen months (Ehrlich 1975, Layson
1983), | estimate the probability of execution by calculating the ratio of the number of persons
executed in time 't+1’ to those on death row in the year ‘t. This proxy is severely limited and
may misrepresent the actual probability of execution since convicts from 1977-1999 may spend
an average of 9.31 years on death row before being executed (Mocan and Gittings, 2001).
Lagging the ratio by ¢ years would reduce the data set by half and would still be inaccurate.

Therefore, despite the imperfections, the described measure is more closely linked to the

13 These states include Alaska, Hawaii, lowa, Maine, Massachusetts, Michigan, Minnesota, North Dakota, Rhode Island,
Vermont, West Virginia, and Wisconsin. Justice Center Website, University of Alaska Anchorage. Downloaded: 12/02/02.
hip:/www.uaa.aloska. edw/just/death/history. himl)
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theoretical risk of execution in comparison to some other measures such as executions per
prisoner (Mocan and Gittings 2001). The data for state level executions from 1977-2001 are
avallable from the online Bureau of Justice Statistics, through the Capital Punishment link."*
The data for number of inmates on death row by state from 1977-1999 are available from the
online Bureau of Justice Statistics Bulletin 2000 “Prisoners Under the Sentence of Death by

State and Year of Sentencing, 1974-1999.”

Data for Controf Variables

All control variables arc cstimated for the individual stales from 1977-2001. It {s worth
discussing the data obtained for two of the control variables. As explained in section I, the
probability of apprehension (p,) and conviction (py.) are important variables in estimating
crime rates (Ehrlich, 1975). Ideally, p, would show the percentage of capital offenses cleared in
3 state by the arrest of a suspect and py, would be the fraction of persons charged with such an
offense that were convicted and sentenced to death row.’. Unfortunately, the only state data

available for the given time period are the total number of arrests and not those specific to a
capital crime. Therefore, | estimate the probability of apprehension, Pa. 35 the ratio of all arrests
to homicides and pa as the ratio of persons convicted to death row to the total number of
arrests. Both these probabilities thus have an upward bias. The idcal and actual data for the

other control variables are presented in Table 3 on the following page.

The data used are individual for all 5o states for the time period 1976-2001. A complete data set
would thus include 1300 observations™ for each variable. However, there are gaps in the data

set where the data are not reported for certain states or years. Although the data are far from
perfect, they provide a basic opportunity to econometrically estimate the deterrent effect of

the death penalty on capital crime.

" Table 3 provides a more detailed description of the data source
"% As noted earlier, the definition of a capital offense varies from state to state
' This number is obtaincd by multiplying the 26 ycars by the 50 states.
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Toble 3: Data and Datg Sources

Note: Allideal and actual dato are state level data. For more detailed dlescription of data sources see Appendix 4

Concept Ideat Datg Actual Data ta Source
Capital Crime True' rate of capital murders as | Homicides per 100,000 Bureau of Justice Statistics; Data Online
defined by the individucl siate hitp://142,10] 22,40/ dabaonline/Segrch/Homcide/Homicide cfm
DeathPenally  |Yeary information on states Same as ideci data Bureau of Justice Statistics Bullefin 2001 "Capital Punishment 2000"
where the death penalty is and is [ oww.0j j.gov/bj fic df
notieagl
Expected Convict spocific data that Executions (t+1) 7 Dealh row (Bureau of Justice Statistics: Capifal Punishment Stalislics-Prisoners
Probability of matches the fraction of convicts |inmates (1) Executed State by State [downloaded 10/1/02)
Execution in yeor { that were subsequently tp:d fwww ojp usdol.gov/bsifen hi
executed
Expecled Fraction of persons charged with | Death row inmates {t}/ Bureaw of Juslice Statistics Bulletin 2000 "Prisoners Under Sentence
Probability of a capital offense who were Number of armests {t} Of Death by State And Year Of Sentencing, 1974-99*
Conviction convicted hitp:/fvirib ncjrs.on isti
Expecled Fraction of capital ottenses Number of arrests (t)/ National Archive of Criminal Justice Data: Uniform Crime Reports
Probability of cleared by the arest of a suspect [Number of Homicides {f) and Bureau of Justice
ast Statist : i
Age Disiribution  |Fraction of population between  IFraction of population S, Bureaw of the Census
14-24 inresiclential population  ibetween 18-24in residential {htp://eire. oV, t/archives/1990.php#st
tollowing previous reseqrchl nooulation
Race Distribution  [Fraction of population that is Fraction of population that is [U.S. Bureaw of the
White White Censushitp:/feire censyys.aov/popest/archivessstatesst sshphp |
Income Income per Copita Personal Income per Capita|Bureau of Economic Analysis;
nfto./ fwww bea govibeafredional/spi/
Unemplovment . |Unemployment Rate Unemployment Rate Bureau of Labor Statistics Data hitp://data bls gov/cgi-bin/dsry

Systern

Effectiveness of
Criminal Justice

Expenditure on law enfarcement
& criminal justice, or number of
lgw enforcers per person

Employwe Compensation for
legol services {curent dollar)

Bureau of Economic Analysis
Ihttp:/fwww.bea.govibea/regionol

V: PRECISE MQDEL

Once again, this section is divided into Part A and Part B. Part A presents the model used to

determine whether or not the existence of Lhe death penalty deters capital crime. Part B

presents the model that investigates the deterrent effect of the probability of execution. Table

4 below defines the variables used in the regression analyses and indicates their expected signs.

The theory behind these expected signs was explained in section 11.
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3 b i
Yariable Proxy Name Refinition Expected
2gn_
Homicide Rate Homiclde rate per 100,000 N/A
Death Penalty States where the death penalty is legal, dp=1 Negative
3vye ing ave :
Average Probability of Execution . year moving rage: Executions,./Death row Negative
inmates,
. . 3 year moving average: Death row ;
Average Probability of Conviction inmates,/Arrests, Negative
Average Probability of Arrest 3 year moving average: Arrestsy Hormicides, Negative
Lagged Expenditure on Criminal Compensation of Legal Service Employees Negative
Justice System (millions of current dollars) lagged 1 Year g

Population Fraction between 18-24 Persons between 18-24/total state population Undefined

White Fraction of Population Percentage of white people in population Negative
Income per Capita Personal Income per Capita (current dollars) Negative
Unemployment Rate Unemployment rate (not seasonally adjusted) Pasitive
Time-trend Time trend=1 for 1976, -2 for 1977 cte., Negative
State Dummies Indlviduai intercept dummies for all 50 states N/A
Part A:

Homicide Rate = B0 + Death Penalty states (intercept dummy) + $1*(unemployment ra te) +
B2* (income per capita) + B3+(population fraction between 18-24) + B4 *(white
fraction of population) + B5* (lagged expenditure on criminal justice system) +
B6* (time trend)
The model uses state-level panel data from 1976-2001. By using an intercept dummy for states
that employ the death penalty (=1) it separates these states from those that do not endorse
capital punishment. The model also uses this dummy variable to account for intra-state
changes in legal policy for states that have legalized/abolished the death penalty between 1976-
2001.7 This model investigates the difference in homicide rates between the slates that do and
do not employ the death penalty, and thus examines the deterrent effect of the existence of

the death penaily. As explalned in section 111, states may have legalized the death penalty in

response to higher homicide rates (Mocan and Gittings 2001). To avoid this endogeneity

A description of these states is presented in section 1V. For additional information on the specific years in which
these states altered their jurisdiction see Appendix 2, The data also account for recent moratoriums passed by
various states. Although both Illinois (January 2000) and Maryland (2002) passed such moratoriums, only the
Illinois resolution is relevant fo the time period encompassed by this data set.
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problem, | follow the Mocan and Gittings (2001) approach where the dummy variable is lagged
by one year. In order to account for cultural or other non-measurable differences between ail
fifty states that could influence the crime rate, | add state dummies tc this basic model.”® This is

consistent with the Mocan and Gittings (2001) model. The results are presented in section V.

Part B

Homicide Rate= B0+ B1x(average probability of execution)+ p2+(a verage probabllity of
conviction) + p3+(average probability of arrest) + 4 +(unemployment rate) +
B5 s(Income per capita) + p6+(population fraction between 18-24) + B7 #(white
fraction of population) + p8 *(lagged legal expenditure) + p9 » (time trend)

fn examining the effect of the probability of execution on homicide rates, the model uses state-
level panel data from 1976-2001. However it restricts the analysis to the thirty-eight states that
employ the death penalty. In doing so, it investigates the deterrent effect of the probability of
execution on capital crime. Economic theory explained in section Il indicates that as the
probability of execution increases, the capital crime rate is expected to decreasc. Since the
probability of execution in year t is expected to influence the homicide rate in some future
year, this variable is calculated as a moving average. While Lhis may not measure the ‘true’
probability, it is closer to the probabilities as viewed by potential murderers (Sah 1994,
Dezhbakhsh el al. 2002)."” The same reasoning applies to the probability of arrest and

conviction. State dummies are added to this basic model to account for cultural or other non-
measurable differences between states that could influence the homicide rate.® The results are

presented in section VI.

- general f-test shows that the state dummies are significant at the 1% level and add explanatory power to the
model. F-observed=57.875, F-critical (49,885, 1%)=2.03. See Appendix 5 a for detailed calculations.

% In accord with most previous research (Ehrlich 1975, Layson 1983, Katz et al, 2001, Mocan and Gittings 2001), 1
also lagged these probabilities by 1 and 2 years. The results obtained were similar to those with the moving average
form of estimation and are presented in Appendix 6.

2" A general f-test shows that the state dummies are significant at the 1% level and add explanatory power to the
model. F-observed=18.87, F-critical (27,257, 1%)=2.03. Sce Appendix 5 b for detailed calculations
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Vi _RESUITS

This section reports results for both models and their implications in terms of explaining the
deterrent effect of the death penalty on capital crime. Part A is concerned with the cffect of
the difference between states that have or have not legalized the death penalty. Part B focuses
on the states that employ the death penalty and examines the resulls regarding the deterrent

effect of the probability of execution.
Part A

The results from the regressions investigating the deterrent effect of the existence of a death
penalty are summarized in table 4 below. For presentational clarity and simplicity the
estimates for state dummies are not presented in this table.” The regressions exhibited
multicollinearity (Appendix 7A) between income per capita and time trend™ They have been

corrected for heteroskedasticity (Appendix 8A) by using the white correction method.

¥ See Appendix 9 A for estimates on state dummy variables and the e-views regression outputs. .

* (iven that some of the estimated probabilities and homicide rates were 0, a log-log or se:m-lo_g transforma_tlon
was not possible. The multicollinearity probably exists because real income per capita has been increasing with
time,




Table 4: Results A- The Deterrent Effect of th

6 Existence of the Death Panalty on Capital Crime

Dependent Variable is Homicldes per 100,000 p
State-level Panel Data from 1876-2001
Estimation Technique: OLS (white correctlon for heteroskedasticity)

eople

Concept Regression 1 Regression 2 Regression 3
Constant 48.68472 47.54151 47.33287
(7.081063) (7.005546) (6.975059)
* ek 4 4K
Intercept Death Panalty Lagal Dummy -0,760441
(-2.227809)
* ¥
Lagged (-1) Death Penalty Legal Dummy -0,839179
(-2.717297)
WK
Unemployment Rate -0.1621 -0.152489 -0.155451
(-4.913925} (-4.555845) (-4.694527)
o . kR *H:* **3&—
Personal Income pPer Capita 0.0000319 0.0000344 0.0000349
(.571552) (0.619672) (.630594)
Fraction of Residential Population
between 18-24 -7.189131 -7.297173 -7.204098

(~1.232404)

(-1.254502)

(-1.242811)

Fraction of Whites in the Population -0.426702 -.407621 -0.404493
(-5.950241) (-5.734992) (-5.687075)
LT ook k ok 3k
Lagged (-1} Compensation for All
Legal Services -3.000665 -0.000627 -0.000624
(-5.173397) (-4.960258) { 4.986257)
E L ] * % K B 23
Time Trend -0.172743 -0,172319 -0.173148
(-3.589826) (-3.588642) (-3.614586)
+ s LE T B3
Adjusted R? 0.864504 0.865101 0.865336
F-statistic 110.1612 108.7601 108.9782
Sum of Squared Rasiduals 1652.294 1643.167 1640
Sample Size 942 942 942

Note: Dummy varlables for Individual states are included in all 3 models
t-statistics are reported in parenthesaes
i) slgniﬁcant At 1%; **=significant at 5% ; *= significant at 10%

' Residual graphs show that certain states (like Texas, Nevada, Louisiana, Alabama,
Wyoming etc..) have abnormally high homicide ratcs compared (o other st

variables to account for the un-measurable and cultural differences between states®

Georgia, Mississippi,
ates. A general f-test shows that the state
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Consistent with theoretical predictions and empirical research (Mocan and Gittings, 2001),
states that implement the death penalty have significantly lower homicide rates compared to
their counterparts. Specifically, this group has 0.76 to 0.84 fewer homicides per hundred

thousand people than states without the death penalty. The regressions include state dummy
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Regression 1 is the ‘control model: it estimates homicide rates as a function of the control
variables“withoutdistinguishing between states that do and do not implement the death

penaily. This provides the foundation on which the next two regressions can be compared.
While regression 1 showed that three of the conventional control variables (percentage of
whites, time trend, and compensation for legal services) had significant expected signs at the
1% level, it also indicated that the other three variables (age, unemployment, and income)

were not consistent with theoretical predictions.

Regression 2 is identical to 1 except that it uses a dummy variable to separate states into two
groups: those that have the death penalty and those that do not™. It indicates that states with

the death penalty have 0.76 fewer homicides per thousand people than other states.
Interestingly, a comparison between the two regressions, indicates almost no variation in the
coefficient estimates and their significance levels. However, one retrieves valuable infarmation
from the second model regarding the importance of distinguishing between the two groups. A
general f-test® shows that at a 5% confidence level one can reject the null hypothesis that

there is no difference between the states that do and do not employ the death penalty. Thus,

the statistical information supports the theoretical predictions.

Although there appears to be only a slight difference between the two groups, if it Is translated
into absolute values, the discrepancy may appears larger or smaller. For example, given that
New York has a 2001-estimated population of 19,011,378, compared with a non-death penalty
state it would have 144.5 fewer homicides.?®On the other hand, a small state like South

Dakota, with 2001 population of 756,600 would have only 5.75 fewer homicides than the other

group.

dummies are significant at the 1% level and add explanatory power to the model. F-observed=57.875, F-critical
(49,885, 1%)=2.03. See Appendix 5-a. for detailed calculations.

# These are the control variables outlincd in Part A of the conceplual model. They include the unemployment rate,
income per capita, fraction of the residential population between 18-24, fraction of whites in the population, the
lagged compensation for all legal services, and a time trend.

*As mentioned earlier, for each year the death penalty dummy ‘dp’=1 if that state has the death penalty in that year.
** F-value observed= 4.91, Critical F-value (1, 885, 1%) = 6.64 . See Appendix 5-d for the test detailed calculations.
This is confirmed by the t-statistic=-2.23.

27 http://quicktacts. census, pov/afd/states/36000 htm (12/12/02)

“Formula Used: (0.76*19011378)/100,000
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While the above finding is consistent with theory, model 2 does not account for the problem of
endogeneity discussed earlier: since the implementation of the death penalty is likely to be in
response to the elevated homicide levels (Mocan and Gittings, 2001), regression 3 follows
previous research and lags the dummy variable to avoid this problem, Again, none of the other
coefficient estimates change in sign or magnitude indicating that the results are robust to
model specifications. Nevertheless, model 3 suggests an even lower level of homicides in states
with the death penalty than regression 2. The finding that states with the death penalty have
0.84 fewer homicides P€r 100,000 people is significant at the 1% leyvel,?? Using the above

example, New York and South Dakota would have 159.6 and 6.36 fewer homicides respectively
than states without the death penalty. The estimated difference between the two groups is

comparable to the 67 fewer murders estimated by Mocan and Gittings (2001).3°

Lagging the dummy variable by one year, while theoretically appropriate, is not statistically
different trom the un-lagged dummy variable: a general f-test? between regressions 2 and 3

indicates that at the 5% level there is not enough evidence to reject the null hypothesis that a
lagged dummy variable is statistically equivalent to the un-lagged version. The results from
both models are consistent with theory and previous research: they confirm that states with
the death penalty have lower homicide rates. Although all three regressions have similar
adjusted R squares, sum of squared residuals and Amemiya’s parsimony criterion, regression 3

is the theoretically most appropriate mode! as outlined above.

Part B

The results from the regressions investigating the deterrent effect of the probability of

execution are summarized in table 5 on the following page. These results are specific to the 38

T statistic = -2.717297. This is confirmed by a general f- test. F-value observed= 4.91, Critical F-value (1, 885, 1%)=3.92,
See Appendix 5c for the test detailed calculations.

The differences could be due to the limitations of my data set and the differences in control variables and estimation technique
used. Mocan and Gittings use weighted least squares and interact the death penalty legal dummy variable with the probabiliry of
execution. The data used by Mocan and Gittings are highly specific: they identify the exact month of removal for death row for
each prisoner and thus more precisely link executions to death row
"' Fvalue observed=>58.55, Critical F-value (48, 886,1%) =See Appendix 5e for the test and detailed calculations.

32 See appendix Sf for Ammemiya’s P.C. for all the regressions
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states that employ the death penalty. Again, for the sake of simplicity, the estimates for state
dummies are not presented.® The regressions exhibited multicollinearity (Appendix 6A)
between income per capita and time trend.3* They have been corrected for heteroskedasticity

(Appendix 7A) by using the white correction method.

* See Appendix 9B for estimates on state dummy variables and the e-views regression output .
* Given that some of the estimated probabilities and homicide rates were 0, a log-log or semi-log transformation was not
possible. The multicollinearity probably exists because real income per capita has been increasing with time.




Table 5: Results B- The Deterrent Effect of Execution Probability on Capital Crime

Dependent Variabie is Homicides per 100,000 people

State-level Panel Data from 1976-2001

Estimation Method: OLS (with white correction for heteroskedasticity)

Concept Regression 4 Regression 5 Regression 6
Constant 43,11584 39.8752 35.01969
(4.748411) (4.881703) (5.036868)
L2 Lk T Kk ok
Moving Average (3 year) Executions
t+1/ Death Row Convictlons t -1,211183 -1.100968 ~1,124256
(-2.838655) (-2.784516) (-2.85123)
L £ 23 * ok
Moving Average (3 year) Death Row
Convictions t/ Number of Arrests t -10.65665 -10.43755
(-6.692646) (-6.611255)
* KA e ok
Moving Average (3 year) Number of
Arrests t/ Number of Homicides t -3.0609783
(-3.041817)
e e
Unemployment Rate -0.065796 -0.168145 -0.188759
(-0.791951) (-1.975455) (-2.289285)
*ok ok
Personal Income per Capita -0,000234 -0.000392 -0,000418
(-1.3627071) (-2.438247) {-2.687865)
* % Bt
Fraction of Residential Population
between 18-24 0.232125 2.014069 1.433785
(.026441) (.264954) (165572}
Fraction of Whites in the Population ~-0.399199 -0.336906 -0.307708
(-3.313232) {-3.090378) (-3.023407)
e e L L 1.4 K ok
Lagged (-1) Compensation for All
Legal Services -0.000623 0.0000984 0.000172
{-2.76478%) (.486835) {0.915281)
* Kk
Time Trend 0.146019 -0.305321 -0.306072
(1.09974) (-2.40863) (-2.476025)
L2 ok &
Adjusted R squared 0.797551) 0.832238 0.837153
F-statistic 34.94946 42.529 48.84001
Sum of Squared Reslduals 466.1199 3R4.786 272.0415
Sample Slze 294 294 294

t-statistics are reported in parentheses

Note: Dummy variables for individual states are included in all 3 models

*w*= slgnificant at 1%;: **=significant at 5% ; *= signiflcant at 10%
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The results are consistent with the theoretical predictions discussed In section Ii: increasing the
probability of execution does slightly deter homicide rates. The regressions indicate that a one
percent increase in the average probability of execution is associated with a 0.035-0.037
percent decrease in homicide rates. Although this is in accord with some previous empirical

research (Ehrlich 197, Cloninger 1977, Layson 1983, Mocan and Gittings 2001, Dezhbakhsh et
al. 2002), it also contradicts others (Bowers and Pierce 1975, Passel and Taylor 1977, Avio 1979,
Sorenson et al. 1999, Katz et al, 2001). All regressions include state dummy variables to account
for the un-measurable and cultural differences between states While my findings are

significant at least at the 5% level, it is important to remember the data limitations described

in section IV before interpreting the results.

As discussed in section IV, Lhe data for estimating the probability of arrest and conviction are

severely limited. Therefore, models 4 and 5 do not have these Variables and can be compared to
model 6 where they were included. Despite their differences, all three cases exhibited the
expected negative relationship between homicide rates and average execution probabilities, It
is also interesting to note that the coefficient for the probability of execution remained
constant at approximately -1.1. Thus, the results are robust with regard to model specifications.
Prior to evaluating the differences between models, it is worth briefly discussing some control

variable estimates that also impact the homicide rate.

Consistent with previous research (Katz et al. 2001, Dezhbakhsh et al, 2002, Mocan and
Gittings 2001), both demographic and economic variables are fairly weakly associated with
violent crime. Evaluated at the sample means, the elasticities for income per capita and
unemployment rate range from -.56 to ~1.00 and -.0005 to -.001 respectively; income appears
to have the larger impact. The demographic variables also have low elasticities with respect to
homicide rate. The elasticity for the fraction of white people varies slightly from -.036 to to -

:048. The elasticities for legal services compensations extend from -.06 to .018.

* The elasticities are calculated at the mean. See Appendix 10 for elasticity calculations.
A general f-test shows that the state dummies are significant at the 1% level and add explanatory power to the
model. F-observed=18 R7, F.critical (27,257, 194)=2.03, Seco Appoendix 5 b for detailed calvulations.




25

The most basic model (4) accounts for these control variables and the probability of execution,
Although all the coefficients in regression 4 exhibited their expected signs (with the exceptions
of the unemployment rate and time trend), the estimates for most variables were not
significant. Even in this simple model, there is a significant negative relationship between the
probability of execution and homicide rates. The coefficient for the probability of execution
indicated that for every unitary increase in the probability (i.e. a 1% Increase) there would be
1.21 fewer homicides per 100,000 people (i.e. a 0.038% decrease). The t-statistic indicates that

this outcome is significant at the 1% level.”

While regressions 4 and 5 yield similar results with respect to the explanatory variable of
interest (the probability of execution), the latter adds value to the regression equation by also
including the probability of conviction in its estimation. Not only is this addition theoretically
justified (as explained in section I1), but it is also statistically significant at the 19 level. Model
5, like it’s precursor, supports the expected negative relationship between execution probability
and homicide rates. A 1% increase in the probability of execution decreases the homicide rate
by 0.033%. On the other hand, a unitary increase (i.e. 1%) in the probability of conviction
decreases the homicide ratc by 6.08%. Both Lhese results are statistically significant at the 1%
level*® Evidently, the execution probability has a smaller effect on homicide rate than the

conviction probability. In both model 4 and g the sign for unemployment rate is theoretically

fncorrect (Mocan and Gittings, 2001 obtain similar results).

Regression 6 builds upon model 5 by further adding the theoretically justified probability of
arrest to the equation. This regressor is significantly negative, as predicted, at the 1% level as
indicated by the t-statistic. The coefficients for probabilities of execistion and conviction remain
negative and are similar to those estimated in the earlier models. Regression 6 thus includes
the three significant probabilities that theorctically and statistically influence homicide rates

and all but one of the control variables have the expected sign.” Statistically this model has the

The elasticities are calculated at the mean. See Appendix 10 for elasticity calculations.
T statistic on probability of execution =-2.78516: t-statistic on probability of conviction=-6.602646.
% The only variable that had a sign inconsistent with theory was unemployment and this coefficient was insignificant.
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highest adjusted R?, lowest sum of squared residuals and Amemiya’s parsimony criterion®®,
although these statistics are fairly similar for ail three models*. Model 6 indicates that for
every unitary increase in the probability of execution (i.e. a 1% increase) there will be 1.124

fewer homicides per 100,000 people (i.e. a.0344% decrease in the homicide rate).

The implications of this result in absolute values can once again be illustrated using New York
(2901 population 19,011,378) and South Dakota (2001 population 756,600) as examples. Based
on these results, If there were a 1% increase in the probability of execution, highly populous
New York would have 213.7** fewer homicides whereas a this value would be 8.57 for a less
populated state like South Dakota.®® However, the residual graphs indicate that the predicted
values are slightly higher than the actual values indicating that the model overestimates the
deterrent effect of the probability of execution®, It is also important to observe that although
the results are in accord with the deterrence hypothesis, the prabability of arrest and
conviction decrease homicide rates by a greater amount: a 1% increase in the two relevant
probabilities decreases the homicide rate by .079% and .288% respectively. Once again, the
coefficients for the probability of execution and conviction were similar to the estimates of

models 4 and 5, indicating that the resulls are robust with regard to model specification.
Vil:_ CONCLUSIONS

The paper used a state level panel data set for the United States spanning the post-Furman
years from 1976-2001 to investigate the impact of capital punishment on homicide. Although

the data are limited, our results suggest that both the presence of the death penalty and the

“ See Appendix 5f for Amemiya’s P.C. calculations

*! The residual graphs from all 3 medels indicate that after the mid 1990’5, the estimated homicide rate is greater than the actual.
Advances in medical technology such as DNA testing are resulting in fewer mistakes in conviction and the appropriate
corrections being made with regards to incorrect sentences.

“? This value is obtained by multiplying the state pepulation by decrease in homicides per 100,000 people to get the total decrease
i.e. 19011378*1.124/100000. In the year 1995, New York had 1550 homicides, In 2000, New York had 903 homicides.
According to the model, if there were a 1% increase in the probability of execution in 2001, this number would decrease by 213.7
indicating that there would be 689.3 homicides in 2001,

* In the year 2000, South Dakota had 18 homicides. According to the model, if there were a 1% increase in the probability of
execution in 2001, this number would decrease by 8.57 indicating that there wonld be 9.43 homicides in 2001,

** See Appendix 9B.
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probability of execution have significant deterrent effects on homicide rates, The results are
consistent with economic theory and significant at the 1% level. States that employ the death
penalty are predicted to have 0.84 fewer homicides per 100,000 people. Although this value
appears small, if transiated into absolute terms jt <an indicate a large reduction in the number
of homicides depending on the population of the state. Focusing specifically on states with the
death penalty, a 1% increase in the probability of execution appears ta decrease the homicide
rates by 0.035%. The evidence of deterrence is consistent with Ehrlich (1975), Layson (1983),
Mocan and Gittings (2001) and Dezhbakhsh et 31, (2002). The results were robust with regard
to model specification, and the control variables were significant and mostly exhibited the

expected signs.

However, much additional work needs to be done on the reiationship between the death
penalty and the homicide rate. Accurate measures disaggregated across states for determining
the probability of execution need to be developed in the literature (Mocan and Gittings, 2001)
such as identifying the exact month and year of conviction and matching it to subsequent
executions. The average duration spent on death row in various states should also be
accounted for because it may influence criminal cost evaluations in determining the likelihood
of execution. While Illinois and Maryland are the only two states that have passed moratorium
resolutions, most states with the death penalty have coalitions moving towards such
Jurisdictions. Given the current movement towards moratoriums (Snell, 2002) due to
discoveries of the execulion of innocent people made possible by advancing technology such as
DNA fingerprinting, future research could investigate the nature of this relationship with

homicide trends.

There remain a number of significant issues surrounding the imposition of the death penalty:
this paper has only investigated the deterrent effect on homicide rates. One such factor is the
issue of racial discrimination in the implementation and pardoning of the death penalty that

must be considered prior to any policy decision.
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Appendix 1: Representative Pa
*Note: data sources for homici

pers on the Deterrence Effect of the Death Penalty with Details on Control Variables
de/execution for the United States were from FBI Uniform Crime Reports com
f [}

piled by Bureau of Justice Statistics
Data Type casure o eath P Control Varfablcs Death Penalty Fifoct
Capital Murder on Murder
Enrlich Time Senies: 1933- Murder + 2 - Probability of Arrest -Civilian population Negative, ssca]ly
(1975) 1969 (hggregate manslaughter per conditional -Probability of Conviction -Government spending per | significant
crime statistics; 1000 civilian probability: -Unemployment Rate capita (n=36)
simultaneous population executions,,, / -Population between 1425 -Lagged ¢-1) police
equations) convicted, years expenditures
-Income per capita -Population
-% Non-whites ~Time trend
Avio ‘Time Series’ 1926- Homicide rate per Lagged -Probability of Arrest -Population (in T000s) Ambiguaus (Sensitive 1o
(19793 1960 (Canada, 1000 population Executions/ -Probability of Conviction -Govt. spending per capita specification), no
aggregate statistics; over 10 years of executions + -Unemployment Rate +1.agged (-1) spending on significant eftect
two stage least age comnwlations -Male population between criminal justice (n=34)
squares) 15-24 years ~-MVR (Motor Vehicle
-Income per capita Registration per 1000)
-Time trend -Expected Sentence Length
Layson Time Series: 1927~ Homicides per Lagged -Probability of Conviciion -Population {in 10003) Negative, Stafistically "~
(1983) 1977 (Canada, 1002 population conditlonal -Unemployment Rate -Government spending per | significant
aggegate statistics; probability: -Male popuiation between capita (n=50)
two stage least executions,,, / 15-24 years -Lagged (-1) spending on
squares) convicted, -Income per capita criminal justice
-Time rend -MVR
Katz et al” | State Tovel panel data | Murde: per Executions/T000 ~Unemployment Rate -Lag(-1) prisoners /violent Ambiguous (sensitive to
(2001) from 1950-1990 100,000 residents prisoners -Income per capita crime specification), no
(weighted least -9% Blacks -%0-24 year olds significant effect
squares by share of -Lag(-1) Prisoners/1000 -%25-44 year olds (n=1848)
state population) residents % Urban
-Infant Mortality Rate
Mocan State level panel data | Homicides per Lagged -Arrest Rate -Lag(-T) prisoners/violent Negative, statistically
and from 1977-1997 1000 population conditional -Parden Rate crime significant
Gittings (weighted least probability: -Unemployment Rate -Alcohol consumption (n=1050)
(2001) squares by share of executions/death - Income. per capita -infant mortality
state population) row inmates -% Black -%20-34 year olds
- Lag(-1) prisoners per ~%35-44 year olds
population %45-54 year olds
-Prison death rate % 54+ years
-Pardon rate % Urban

Appendix 2: State History

of the Death Penalty

States that have consistently

employed the death penalty from

1976 onwards

States that have not empleved jhe
daath penalty from 1974 onwards

1997

States that legalized the death
penaity between 1977 and

Stales that abolished the daath
penalty between 1977 and

1997

Alabama
Atizonqg
Arkansas
Califarnia
Colorado
Conneticut*

Alaska

Howaii
lowea
Maine
Michigan
Minnesota

Kansas {1994)*

New Hampshire (1991)*

New Jersey (1982)*
New Mexico (1979)
New York (1995)*

Massachusetts (1984)
Rhede island (1984)

Oregon (1978}

Delaware South Daketa (1979)*

Fiorida
Georgia
Idaho
Minois
Indiana
Kentucky
Louislana
Maryland
Mississippi
Missouri
Montana
Nebraska
Nevada
North Carolina
Ohio
Cklahoma
Pennsylvania
South Carelina
Tennesseo
Texas

——___ Ueh

North Daketa
Vermont
West Virginia
Wiscansin
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Virginla
Washington
Wyoming

o

ocus on the Death Penalty” Justice Center Website, University of Al
htip:/fwww .uaa.alaska.edu/just/denth/history. htiml, Note:

aska Anchorage. Date downloaded: Dec 2™ 2002,
* is those states that have the death penalty but have not had any executions since 1976.

Appendix 3: The Definition of a Capital Offense across States

Alabama. Intentional murder with 18
aggravating factors

Arizona. First-degree murder accompaniad
by at least 1 of 10 aggravating factors
Arkansas. Capital murder with a finding of at
feast t of 10

aggravating circumsiances; treason. Capital
sentencing excludes persons found to be
mentally retarded.

Callfoernia. First-degree murder with spesial
circumstances; train wrecking; treason;
perjury causing execution.

Colorado. First-degree murder with at least
1 of 15 aggravating factors; freason. Capita)
santencing excludes persons determined to
be

mantally retarded.

Connecticut. Capital felony with 9
categories of aggravated homicide
Delaware, First-degree murder with
aggravating circumstances,

Florlda. First-degree murder; felony murder;
capital drug trafficking; capital sexual battery,
Georgla. Murder; kidnaping with bodily injury
or ransom when the victim dies; aircraft
hijacking; treason.

ldaho. Firsl-degree murder with aggravating
factors; aggravated kidnaping.

llinols. First-degree murdar with 1 of 15
aggravating circumstances.

Indiana. Murder with 16 aggravating
circumstances. Capital sentencing

excludes persons determined 1o be mentalty
retarded.

Kansas. Capital murder with 7 aggravating
clrcumstances. Capital

sentencing excludes persons determined to
be mentally retarded.

Kentucky. Murder with aggravating factors;
kldnaping with aggravating tactors.
Louislana. First-degres murder; aggravated
rape of victim under age 12; treason.
Maryland, First-degree murder, either
premeditated or during the commisston of a
telony, provided thal certain death efigibility
requirements are satisfied.

Misslissippi. Capital murder; aircraft piracy
Missouri. First-degree murder

Montana. Capital murder with 1 of 9
aggravaling circumstances;

capital sexual assault

Nebraska. First-degrae murder with a finding
of atieast 1 statutorily-defined aggravating
circumstance.

Nevada. First-degree murder with 14
aggravatling clrcumstances.

New Hampshire. Six categoeries of capital
murder

New Jersey. Knowing/purpeseful murder by
one's own conduct; contract murder;
solicitation

by command or threat i furtherance of a
narcotics conspiracy

New Mexice. First-degrae murder with at
least 1 of 7 statutorily-defined aggravating
circumstances.

New York. First-degree murder with 1 of 12
aggravating factors. Capital sentencing
excludes mentally retarded persons.

North Carotina. First-degree murder

Ohio. Aggravated murder with at least 1 of 9
aggravating circumstances.

Okiahoma. First-degree murder in
conjunction with a finding of at least 1 of 8
statutortly defined aggravating
circumstances,

Oregon. Aggravaled murder Pennsylvania.
First-degree murder with 18 aggravating
circumstances.

South Carclina. Murder with 1 of 10
aggravating clrcumstances. Menlal
retardation Is a mitigating factor.

South Dakota. First-degree murder with 1 of
10 aggravating circumstances; aggravated
kidnaping.

Tennessee. First-degree murder with 1 of 14
aggravating circumstances.

Texas. Criminal homicide with 1 of 8
aggravating circumstancas.

Utah. Aggravated murder

Virginia. First-degree murder with 1 of 12
aggravating circumsiances Washington.
Aggravated first-degree murder,

Wyoming. First-degree murder.
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defined by the Individual state

_ ndix_4: Data and Det ta Sour
Note: All ideal and actual data are state level data
Concept Ideai Dat Actual Datg Dalg Source
‘====r= —
Capltaf Crime True' rate of capital murders as Homicides per 100,000 Bureau of Justice Statistics: Data Online--> "Homicide Trends and

Characterlsties: by stafe” (downloaded 11/10/2002)

o : 22,4 eHomicide cfm
Death Penally Yearly Information on states where [Same as [deal datg Bureau of Justice Statistics Bullefin 2001 *Caplial Punishment 2000" Tracy
the death penalty Is and is not Snell (downloaded 12/1/2002). Burequ of Justice Statistics
; Iegm WY, . i f df
Expected Convict specific data that matchesiExecutions (+1)/ Death row  [Bureau of Justice Stafisties; Capital Punishment Statistics-Prisoners Execuled
Probabllity of the fraction of conviets inyeart  linmates () State by State (downloaded 10/1/02) hitp:/fwww.oip usdol govibsop.him
|Execution that were subsequently executed
Expecled Fraction of persons cherged with a | Death row Inmates (t) Burequ of Justice Statisties Bulletin 2000 "Prisoners Under Sentence Of
Probability of capital offense who were Number of arrests () Death by $iate And Year Of Sentencing, 1974-99" Tracy Snell {downloaded
Conviction convicted 12/1/02 from Lexis Nexds Stalisfical Universe)
e delibe male Btediak oY
Expected Fraction of capltal offenses cledred

Probability of Arrest

by the anest of a suspect

of Homicldes (1)

Number of arrests (1) NumberlNational Archive of Criminal Justice Data: Uniform Crime Reports-Monthly

Crime and Arest Time Serles (National and State)

rumich - ive2.pi2num=47924 =NACJD
ond Bureau of Justice Statistics: Data Oniing Spreadsheets- Crime and
Arrest data by State and Data Online Crime Trends (by State violent Crime
Indexes} from the Uniform Crime Repert.(11/20/02)
hitp: ifcit

U.5. Burecu of the Census: ResidentialPopulations for Selected Age Groups
(18-24) by State; and Bureau of the Census Time Series resident
population by State (11/20/02)

U.5. Bureau of the Census: Population Archives Annual Time Series of State

Population Estimates by Race and Hispanic Origin {11/20/02)
|- /ei rchiv 1

Bureau of Economic Analysis: Annual State Personal Income-per capita

personal income [11/20/2002) hitp /iwww beq.qovbea/redionalispl/

Bureau of Labor Statistics Data: State and Local Unemployment Rates: Get
detailed stafisties- Unemployment rate (not seasonally adjusted)
htp:/idata.bls.govicai-binfdsry

Age Dislibution  {Fraction of population between 14-|Fracilon of population

24 In residential population between 18-24 in residentlal

. [{fellowing previous research) population i
Race Diskibution  [Fraction of population that is White [Fraction of population that is
White

Income Income per Capita Personal Income per Capita
Unemployment  {Unemployment Rate Unemployment Rate
Efleciivenessof  |Expenditure on law enforcement & {Employee Compensation for

Criminal Justice
System

criminal Justlce, or number of law
enforcets per person,

fegal services (current dollar)

Bureau of Economlic Analysis: Annual Gross State Product, Employee
Compensation--> compensation of legal service employees (millions of
current dollars) hitp:/jwww.bog,.govibeareglonaligsn
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Appendix 5; General F-Tests and Ammemiva's PC

F=[(SSR restricted-SSR_unrestricted]/# Hypotheses tested

(SSR unrestricted/df unrestricted)

df=N-K-1

General F-tests

Ho: c=state!=state2=slale3=stated=stale5=stateb=state7states =stated
=state10=state11=state!2=state 13=state14=state15=s1ate 16=statel 7=stata i 8
=state19=state20=stale2=state22=state23=state24=slate25=state26=state27
ustat028=qtate29=state30—states1:state32=slale33=stale34:516.1935
=state36=stale37=state38=state39=state40=stated 1 =stated2=state43
=stated44=stated5=stated6=state47=state48=state49

Ha: The above is not true.

rost. S8R unrest. SR # Hypotheses df unrest. F-value
6908.497 1643.167 49 885 57.8750104

(x includes the 49 state dummies: the 50th
n=942 k=58 n-k-1-885 state is reflected in ¢)

The state dummies for some states with the death penaity were not
included since they did not run in the regression: "near singular matrix®
Ho: c=statel=state3d=stated=state5=state8 =stated
=state10=state12=statei13=state14=state17=stateis
=state24=state25

=state28=state30=state31=state3s
=state36=state37=state38=state40=stated2=state4 3
=statedd=state46=stated7

Ha: The above is not true.

rest. S3R unrest. SSR # Hypotheses df unrest. F-value
1109.654 372.0445 27 257 18.8712632
n=294 k=36 n-k-1=257 = (k includes 27 state dummies)
Ho: c=dp n=942 k=586 n-k-1=885
Ha: the above is not true
rest. SSR unrest. SSR # Hypotheses df unrest. F-value
16562.296 1643.167 1 885 4.91682525
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Appendix 5 contd, : General E-Tests and Ammemiva's PC

Ho: c=ldp n=p42 k=56 n-k-1=885

Ha: the above is not true

rest. SSR unrest, SSR # Hypotheses df unrest, F-valie
1652.296 1640 1 885 6.6353414¢

Hor rdp=ldp n-94z2 k=58 n-K-1=885
Ha: the above is not true

rest. SSR unrest. S8R # Hypotheses df unrest. F-value
1643.167 1640 1 885 1.70902134
Ammemiya's P.C. [SSR*{N+K))/(N+K)
Part A: Model SR N K Ammermiya's PC
{includes 49 state dummies (the 50th state is reflected in ¢)
1 1652.296 8942 55 1B57.20306
2 1643.167 942 56 1850.88111
3 164G 942 56 1847.31377
Part B: Model (inctudes 27 state dummies )
4 466.1199 294 34 588.025182
5 684.786 294 35 869.863297
[§] 372.0445 294 36 475.870872
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Appendix 6:Results for Lagged Probabilities of Arrest, Convigtion and Exacution

mm Variable is: Homicides per 1000 people
Srate level Pancl Data from 1976-2001

Regression 7

Regression 8

Regression 9

Constant
Cuocllicient 22,0825 53.922Z07 47.6014
t-stat (9.087193) (7.673588) (9.434573)
ok A e ok
Tatercept Legal Dummy (=1 if death
penalty is legal in that state}
Coefficient 26.60222
t-stat  (6,737982)"**
general ftest value
Concept: Lagged Conditional Probability of Executien
Lagged (-1} Executions,.,/Death Row convictions,
Coctficient «0.39793
t-stat (-2.380616)
* Ak
Lagged (-2) Exccutions../Death Row convictions,
Coefficient -0.387665
t-stat (+2.174264)
* %
Concept: Lagged Conditional Probability of Conviction
Lagged (-1) Death Row Convictions,/ Number of Arrests,
Coefficient -6.132212
t-stat (-5.865158)
e wkeoh
Lagged (-2) Death Row Convictions,/ Number of Arrests,
Coefficient ~-6.378012
t-stat (-5.18075)
LR
Unemployment Rate
Coefficient -0.1621 -0,273876 -.262
t-stat {-4. 739853 (-4.299178) (-3.8372402)
o e ke XY
Personal Income per Capita
Coellicient 3. 19E-05 -0.000244 -0,000304
t-stat (0.645919) (-2.316918) (-2.5539007)
o L
Fraction of Residential Poulation between 18-24
Cocfficient -7.189131 §.070827 1.02956
t-stat (-2.397178) (0.227737) (0.214574)
R
Fraction of Whites in Population
Coefficient  -0.426702 -0.8125 -0.432164
t-stat (-6.668371) (-5.645315) (-6.716039)
ke e ke o
Lagged (~-1)Compensation for all Legal Services
Cocfficient -0,000665 -0.000305 -L000235
t-stat  {-6.96Y884) (-2.250611) (-1.477271)
EE 2 £ R &
Time Trend
Coefficient  -0.172743 0.069733 0.134645
t-stat (-4.222557) (0.0335) (1.335319)
EETE 3 *
Yes*** {only  Yes*** (only
for states that  for states that
implement the  implement the
State Dummies Yes death penalty)  death penalty)
(sce appendix X for general f-tes
Adjusted R? 0,864304 0.812158 0.802726
F-statistic 11612 46,60385 4258414
Sum of Squared Restduals 1652.296 865.0483 8497333
Appomlicuse 942 RRE] 420




Appendix 7A: Tests for Multicollinearity in Part A of the mode|

smell Test: The comrelation coefficients are shown below. Since
only the income per capita correlation coefficient esstimates was
greater than 0.8, multicoliinearity was indicated for this variable,
However, a more formal test should be empioyed as the correlation
coiefficient estimates are not efficient if thers is more than one
variable (as is the case here) :

UNEMPL( INCOMEP TIMETREP AGE WHITE LAGLAWEXP

UNEMPLOY 1 -0.5196 -0.5073 0.33%2 -0.098 -0.02361
INCOMEPEI -0.5196 1 0.87903 -0.594 -0.0%7 0.390666
TIMETRENE -0.5073 0.87903 1 -0.608 -0.062 0.258865
AGE 0.3392 -0.5937 -0.6077 1 -0.049 -0.20048
WHITE -0.0981 -0.097 -0.0625 -0.049 1 -0.23172
LAGLAWEX -0.0236 0.39067 0.25887 -0.2 -0.232 1

{Medels 1,2, and 3 ali have the same variables since only the dumimy for legal death penaity is
differert. Therefore only one multicollinearity test is required)

The Varance Inflation Factor test (VIF) is a more formatl test for mullicollinearity. it
involves regressing the independent variables across each other. The formula forthe
VIF test is: VIF=1/{1-Unadjusted R square). A VIF result of greater than 5 indicates
multicallinearity. As evident in the table below, aithough the model is technically free of
multicollinearity, the income per capita variable comes close.

VIF: 1//1-Rsquare)

variable  Unadj R:VIF

Unempoyn 0.325 1.4814
incomepert  0.799 4.97512
Timetrend 0.79Z 4.80769
Age 0.392 1.6447%
White 0.0812 1.08838
Laglawexp 0.2412 1.31788
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Appendix 7B: Tests for Multicollinearity in PartB of the model
Multicollinearity:

Model 6

Smeli test ro detection:

MOVAVP MOVAVP MOVAVP LAGLA UNEMPLOY INCOME TIMETR
I3 A3 C3 AGE WEXP  WHITE MENT PERCAP END
MOVAVPE
3 1 -0.0762 -0.0872 -0.023 -G.054 -0.13145 -0.341888 0.1358 0.1247
MOVAVPA
3 -0.0762 1 -0.3321 -0.074 -0.293 0.351571 -0.118063 -0.022 0.041
MOVAVPC
3 -0.0872 -0.3321 1 -0.086 0.783 -).1982 0.016724 0.2439 0.141
AGE -0.023 -0.0736 -0.0361 1 -0.156 -017112 0.493746 -0.806 -0.734
LAGLAWE
Xp -0.0539  -0.293 0£.78296 -0.156 1 -030637 0.105315 0.3717 0.1382
WHITE -0.1315 0.35157 -0.1382 -0.171 -0.306 1 -0.3142185 -0.03 -0.112
UNEMPLO
YMENT -0.1419 -0.1181 0.01572 0.4937 0.105 -014219 1 -0.566 -0.59
INCOMEPE
RCAP 0.1358 -0.0219 0.24387 -0.806 0.372 -0.03043 -0.56589% 1 0.8402
TIMETREN
D 0.1247 - 0.041 0.14087 -0.734 0.138 -0.11188 -0.530299 (.8402 1

Srnelf Test: The correlation coefficients are shown below. Since only the income per capita and
time trend correlation coefficient essiimates was greater thar 0.8, multicollinearity was indicated
for this variable. However, a more formal test should be empoyed as the corretation coiefficient
estimates are not efficient if there is more than cne variable {as is the case here)

VIF:

Variabie  Unadj R2VIF

MOVAVPE3 0.0928 11023

MOVAVPAS 0.2259 1.25187

MOVAVPC3 0.6798 3.12329

AGE 0.7173 3.53688
LAGLAWEX 0.7737 4.41801
WHITE 0.3766 1.60408

UNEMPLOY 0.4762 1.90918
INCOMEPEI 0.8649 7.40258
TIMETREN[ 0.8005 5.01303

The Variance Inflation Factor test (VIF) is a more formal test for multicollinearity. It involves
‘egressing the independent variables across each other. The formula for the VIF test is: VIF=1/(1-
Unadjusted R square). A VIF result of greater than 5 indicates multicoliinearity. As evident in the
table below, income per capita and time trend are multicollinear: this makes sense because real
income has been increasing with time
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Appendix 7B: Tests for Multicollinearity in PartB of the model contd..
Model 5

INCONM

MOVAVP MOVAVP UNEMPL EPERCA TIMET LAGLA

E3 C3 OYMENT P REND AGE WHITE WEXP
MOVAVPE3 1 -0.115 -0.1151 0.1308 0.116 -3.03865 -0.16717% -0.045
MOVAVPC3 -0.115 1 -0.0347 0.2786 (0.174 -1.117:9 -0.187713 0.7764
UNEMPLOY -0.1151 -0.0347 1 -0.608 -0.637 0.452565 -0.105344 0.0204
INCOMEPEI 0.1308 0.27859 -0.6083 1 0.867 -1.60903 -0.036546 ©.3959
TIMETRENL  0.116 0.17378 -06365 0.867 1 -).60675 -0.117063 G.1786
AGE -0.0386 -0.1172 0.45257 -0.609 -0.607 1 -0.679314 -0.154
WHITE -0.1672 -0.1877 -0.1053 -0.037 -0.117 -1.07931 1 -0.302
LAGLAWEX -0.0448 0.77644 0.02041 0.3959 0.179% -).15354 -0.302327 1

Smell Test: The correlation coefficients are shown below. Since only the income per capita and
time trend correlation coefficient esstimates was greater than 0.8, multicollinearity was indicated
for this variable. However, a more formal test should be employed as the correiation coiefficient
sstimates are not efficient if there is more than one variable {as Is the case here)

VIF:

Variable Unadj R2VIF
MOVAVPEY  0.091 1.10012
MOVAVPC3  0.639 2.77008
AGE 0.415 1.7094
LAGLAWEX  0.753 4.04858
WHITE 0.3766 1.60408
UNEMPLOY 0.4825 1.93237
INCOMEPE! 0.85 6.66667
TIMETREML 0.832 595238

The Variarce [nflation Factor test (VIF) is a more formal test for multicollinearity. It involves

regressing the independent varizbles across each other. The formula for the VIF testis: VIF=1/(t-

Unadjusted R square). A VIF result of greater than 5 jndicatas multicollinearity. As evident in the
table beicw, income per capita and time trend are multicollirear: this makes sense tecause real

income has been increasing with time

Appendices

Appendix 7B: Tests for Multicollinearity in PartB of the model contd..

Model 4
MCVAVPIUNEMPLC TIMETRE? INCOME AGE WHITE LAGLAWEXP

MOVAVPE3 1 -0.1151 0.11605 0.1308 -0.039 -0.16718 -0.044822
UNEMPLOY -0.13i51 1 -0.6365 -0.608 0.453 -0.10534 0.020412
TIMETRENL  2.116 -0.6365 L 0.867 -0.607 -0.117¢06  0.17862
INCCMEPEF (.1308 -0.6083 0.86705 1 -0.609 -0.02655 ©.395947
AGE -0.0386 0.45257 -0.6068 -0.509 1 -0.07931 -0.153542
WHITE -01672 -0.1053 -0.1171 -0.037 -0.079 1 -0.302327
LAGLAWEX -00448 0.02041 ©.17862 0.3959 -0.154 -0.30233 1

Smell Test: Tha correlation coefficients are shown below. Since only the income per capta and
time trend cortelation coefficient esstimates was grzater than 0.8, multicollinearity was indicated
for this variabla. However, 3 more formal test shouid be employed as the cerrelation coiefficient
esimates are not efficient if there is mere than one variable (as is the case here)

VIF:
Variable  Unadj RZVIF
MOVAVPEZ  0.084 1.0917

ACE 0.415 1.70936
LAGLAWEX  0.439 1.78253
WHITE 0.263 1.35685

UREMPLOY 04761 1.90886
INCOMEPEI  6.842 6.32911
TIMETRENI (8232 5.65499

Thz Variance Inflation Facter test {VIF) is a more formai test tor multicellinearity. [t involves
regressing the independent variables across each other. The formuta for the VIF test is: VIF=1/(1-
Unadjusted R square). A VIF result of greater than 5 indicates multicollinearity. As evident in the
table below, income per capita and time trend are multicollinear: this makes sense because real
income has been increasing with time
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Appendix 8A: Tests for Heteroskedasticity in Part A of the mode!
The White :est was used to detect heteroskedasticity. The e-views outputs for all 3 models are

presented below.

Model 1

white Heteroskedasticity Test:
N

F-stetistic 307067  Probability
Probability

Obs*R-squ- 450.04

Test Fquation:

LS // Dependent Variable is RESID”2
Date: 12/12/02 Time: 14:16

Sample: 51298 IF YEAR>1970

Included observations: 942
Excluded ooservations: 352

Variable

C 389.73
UNEMPLOY -6.4254
UNEMPLOY 0.0467
UNEMPLOY 0.0603
UNEMPLOY 28,722
UNEMPLOY -0.0119
UNEMPLOY -0.0009
UNEMPLOY -0.0163
INCOMEPE. -0.0017
INCOMEPE #####
INCOMEPE 0.C212
INCOMEPE #####
INCOMEPE! #### #

o

INCOMEPE ##%##

117.669
4.24106
0.08233
0.00011
14.879
0.02228
0.00033
0.09978
0.00472
wEEHE
0.0203
HERTH
FERRHR
HEHFE

Coefficier Std. Error T-Stetistic Prob.

3.39705
-1516
0.56763
2.35995
1.91751
-0.5342
-2.7546
-0.1637
-0.3524
0.57648
1.04283
-0.9866
-0.5568
-0.8262

0.0007 AGE -1443.79
0.1299 AGE"2 626.1211
0.570¢ AGE*W $.815073
0.0185 AGE*LA -0.00718
0.0555 AGE*T] -18.5214
0.,5933 WHITE -5.39245
0.006 WHITE” 0.025379
0.87 WHITE* -0.60015
0.7246 WHITE* 0.035145
0.564< LAGLAYV §.018199
0.2973 LAGLAY -5.10E-08
0.3241 LAGLAY 0.000124
0.5778 TIMETR  -3.6546
0.4089 TIMETR 0.112686

R-squar 0.477745
Adjuste 0.462317
S.E. of 1285185
Sum sg 150965.5
Log like -3727.81
Durbin- 0.595761
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643.6899 -2.243
305.7914 2.0543

5.785114 1.6966
0.066819 -0.107
1518257 -1.22
1.178985 -4.743

3.0023 11.035
0.000125 -1.163
0.017593 1.9977

0.018489 0.9843
2.79E-07 -3.183
£0.000215 0.5751
3.034618 -1.204
0.050537  2.2298

Mean dependent
S D. dependent v.
Akaike info criteri
Schwartz criterior
F-statistic
Prob(F-statistic)

Variable Coefficient Std. Error T-Statist Prob.

0,025
0.0402
0.090:
0.9145
0.2228
]

9
0.2453
0.046
0.3252
¢.8548
0.565«
0.2288
0.026

8.158%
17.527
5.1363
5.280¢
30.9567

E.

Madel 2

White Heteroskedasticity Test:

14.143
326.38

F-statistic
Obs*R-squ

Test Equation:

Probability 3]
Probability 0

LS // Dependent Variable is RESID2

Date: 12/12/02 Time: 14:15
Sample: 5 1298 IF YEAR>1370

Included obsenations: 942
Excluded observations: 352

Vatiable
C 263.11
LOP -34.878

LDP*UNEM -0.6266
LDR*¥INCOr #####
LDP*AGE 37.02
LDP*WHITI 0.4072
LDP*LAGLS -0.0016
LDP*TIMET -0.0804
UNEMPLOY -1.4385
UNEMPLOY  0.044
UNEMPLOY 0.0003
UNEMPLOY 19.582
UNEMPLOY -0.0469
UNEMPLOY -0001
UNEMPLOY -0.0545
INCOMEPE! -0004

Coefficie: Std. Errol T-Statistii Prob,

112.019

21.994
0.51752
0.00849
61,1026
0.17197
0.G0106

0.4452
4.22687
0.08307
0.00012
13.8131
0.02155
0.00031
0.09565
0.00466

2.34883 0.019 INCOME 5.79E-08
-1.5858 0.1131 INCOME 0.020448
-1.2108 0,2263 INCOME 2.76E-06
0.20008 0.8415 INCOME 5.21E-09

0.60586 0.5448 INCOM{ -0.00015
2.38059 £.0175 AGE -1072.52
-1.5277 0.1269 AG=~2  307.804

-0.1805 0.8568 AGZ*W 7.431722
-0.3403 0.7337 AGE*LA 0.007467
0.52954 0.5966 AGE*TI -20.4(C16
2.35725 0.0186 WHITE -3.12101
1.41761 0.1566 WHITE” 0.011885
-2.1763 0.0298 WHITE* -0.00029
-3.1782 0.0615 WHITE? 0.008352
-0.5644 0.5726 LAGLAV 0.028329
-0.8539 0.3934 LAGLAV -3.05E-07

LAGLAY $.000129

TIMETR -0.37002

TIMETR 0.141446

R-squar 0.346472
Adjuste 0.321974
S.E. of 11.76125
Surn 5q 125462.6
Log like -3640.66
Curbin-  0.65443
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4.76E-08 1.2176
0.019751 1.0353
2.51E-05 0.1098
2.22E-G7 0.0235

8.02E-05 -1.824
614.6872 -1.745
286.8102 1.0732

5.507599 1.3494
0.062506 0.1187

14.46608 -1.41
1.154313 -2.704
0.003572 3.354%9
0.000127 -2.249
0.018959 0.5059
0.017622 1.6076
2.86E-07 -1.09
0.000225 0.5763
3.111536 -0.119

0.047454 2.9807

Mean dependent +
S.0. dependent v.
Akaike info critert
Schwartz criterior
F-statstic
Prob(F-statistic)

Variable Coefficient Std. Errer T-Statist Prob.

0.2237
0.3008
0.9128
0.9813
0.0684
0.0814
0.2835
0.1776
0.8055
0.1588

0.007
0.0008
0.0248

7.513
0.1083
0.2762
0.5645
0.9054

0.003

7.3279
14.283
4.9661
5.1482
14.143

o]




Model 31

White Heteroskedasticity Test:

F-statistic  14.484  Probatility 0
Obs*R-squ  331.49 Probatility O

Test Equation:

LS // Dependent Variable is RESID~2

Date: 12/12/02 Time: 14:05

Sample: 5 1298 IF YEAR>1970

Inctuced observations: 942

Excluded observations: 352

variable  Coefficier Std. ErroiT-Statistic Prob.

C 262.44 111.579 2.3521 0.0189 AGE
RDP -34.991 22.0663 -1.5857 0.1132 AGE~"2
RDP*UNEM -0.7172 0.5167 -1.3881 0.1654 AGE*W
ROP*INCO! 0.0001 0.00049 0.256632 G 7901 AGE*LA
RDP*AGE  39.066 60.9433 0.64102 05217 AGE*TI
RDP*WHIT 0.4135 0.17157 2.40985 00162 WHITE
RDP*LAGL/ ~0.0024 0.00109 -2.193 0.0286 WHITE”
RDP*TIMET -0.1126 0.44476 -0.2533 0.3001 WHITE*
UNEMPLOY -1.0071 4.21356 -0.239 0.8112 WHITE?
UNEMPLOY 0.0386 0.08293 0.45535 0.6418 LAGLAV
UNEMPLOY 0.0003 0.00012 2,3654 00182 LAGLAV
UNEMPLOY 19.362 13.7565 1.40751 0.1596 LAGLAV
UNEMPLOY -0.0494 0.02149 -2.2989 0.0217 TIMETR
UNEMPLOY -0.0011 0.00031 -3.3854 0.0007 TIMETR
UNEMPLOY -0.058 0.09608 -0.6034 0.5464
INCOMEPEI -0.0038 0.00465 -0.826 (.409 R-squer
INCOMEPEI ##### ##### 1.21413 (.225 Adjuste
INCOMEPE!I 0.0196 0.0197 0.9951 0.32 S.E. of
INCOMEPE! ####+# ##### 0.11185 (.911 Sum s¢
INCOMEPEI ####+ ####% -0.1665 0.3678 Log liks
INCONMEPE! -0.0002 ##### -1.8775 0.0608 Durbin-

-1077.86
302.2298
7.575621
-0.01337
-19.4945
-3.14862
0.012108
-0.000321
0.010217
0.034667
-3.20E-07
0.00014
-0.51229
0.144079

0.3518%7
0.327602
11.71099
124392.6
-3636.62
0.657082

-1.76
1.0571
1.3799
-0.214
-1.351
-2.735
3.3764
-2.485

0.542
1.9655

-1.15
0.6385
-0.165
3.0504

612.4647
285.9
5.489873
0.06252
14.42826
1.15143
0.003586
£.000126
0.018851
0.017638
2.79e-07
0.G00219
3.099945
0.047234

Mean dependent
S.D. dependent v.
Akaike info criteri-
Schwartz criterior
F-statistic
Prob(F-statistic)

Variable Coefficient Std. Errgr  T-Statist Prob.

0.0788
0.2907
0.167%
0.8307

0.177
00064
0.0008
00131

0.588
0.0457
0.2506
0.5233
0.8688
0.0024

7.3339
14,282
4.9575
51378
14.484

0

In all 3 models, the nR? were greater than the critical values Thus we rejected the nuil hypothesis
and ¢onciuded that our medels iave heteroskedasticity. We used the white correction for the test
which did not change the outpur coefficients much. Model 1: critical value {(at 5% for 27 degrees
of freedom) is 31.562. nRsquare=450.04. Modei 2: critical value (at 5% for 34 df) is 40.646. nR
square is 326.38 Model 3: critical value {at 5% for 34 dfi is 40.646. nRsquare is 321 .49.

Appendices

Appendix 8B: Tests for Heteroskedasticity in Part B of the model

Modei 4
White Heteroskedasticity Test:
F-statistic  2.2306  Probabiity 0.c002
Obs*R-squ  68.297  Probability 0.0006

Test Equation:

LS // Dependent Variable is RESIDA2

Date: 12/:4/02 Time: 19:57

Sample: 8 1219 IF (RDP=1 AND MOVAVPA3 <> NA)

Included observations: 294
Excluded c¢hservations: 186

Variable

Coefficie1Std. Erro: T-Statistic Prob.

c

MOVAVPES
MOVAVPE3
MOVAVPE3
MOVAVPE3
MOVAVPE3
MOVAVPE3
MOVAVPE3
MOVAVPES
UNEMPLOY
UNEMPLOY
UNEMPLOY
UNEMPLOY
UNEMPLOY

-11.388
28.786
0.8958

-3.6666

-0.0018
0.5561

-0.0013
0.0825
132.26
0.4618

0.241
0.0003
0.0329

-0.0007

UNEMPLOY -0.1033
UNEMPLOY -2.9337
INCOMEPE!I 0.0035
INCOMEPE| #### #
INCOMEPE! 0.0002
INCOMEPE! # # # # #

287.864
48.2171
1.38488
1.03961
0.00112
G.96573
000276
0.28726
226.74
12.2293
0.1819
0.00028
0.22493
0.00036
0.05088
56,9333
0.00957
HEEHEE
£.00019
#HHEH

-0.3396 0.9685 INCOMI 4.53E-05

0.53701
0.64682
-3.5269

-1.6399

0.57584
-0.4606
0.28728
0.58331
0.03776
1.32514
1.15929
0.14608
-1.6818
-2.0296
-0.0515
0.36995
-(.6235
0.85715
-1.514

0.551 INCCME
$.5183 TIMETR
0.0005 TIMETR
0.1022 TIMETR
0.5652 TIMETR
0.6455% TIMETR
0.7741 LAGLAV
0.5602 LAGLAY
0.9699 LAGLAY
0.1863 LAGLAV
0,247+ WHITE

0.884 WHITE”
€.0486 WHITE*
0.0434 AGE
0.958S AGE~2
0.7117
0.5335 R-squar
0.3922 Adjuste
0.1078 S.E. of

Sum sq
Log like
Durbin-
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-0.08264
-2.3951
-0.01655
0.000516
-0.07761
52.82528
§.019893
-3.85E-07
-(.00035
0.156866
1.31837
$.004413
1.98563
-157.03
1634.736

0.232301
0.128156
6.250011
10078.16
~936.746
0.883147

4.63E-05
0.047459
7.69919
0.099198
0.000355
0.136262
41.00408
0.019946
3.12E-07
0.00013
0.092021
3.480691
0.010252
1383019
1454.178
93L.8115

0.478¢%
-1.74
-0.311
-0.167
1.4537
-2.14
1.2883
0.9973
-1.234
-2.715
1.7047
8.0915
0.4304
0.1436
-0.107
1.7544

Mean dependent
5.D. dependent v.
Akaike info criteri
Schwartz criterior

F-statistic

Prob(F-statistic)

0.32E6
0.0831

0.756
0.8676
01472
0.0333
0.1983
0.3185
0.2182
0.0071
0.0895
0.9272
0.6672

0.886
0.9147
0.0806

4.2453
6.6936
3.7794
4.2305
2.2306
0.000z2




Model 5

White Heteroskedasticity Test:
F-statitic  3.6874  Probability
Obs*R-squ. 121.53  Probability

Test Equation:

LS // Dependent Variable is RESIDA2
Date: 12/08/02 Time: 22:47
Sample 6 1219 IF DP=1

Included observations: 350

Excluded observations: 500

Variable

C 45,049 302.747 0.1488
MOVAVFC3 -218.26 243,387 -0.83968
MOVAVFC3 16.266 63.9868 025421
MOVAVFC3 -11.366 26.7752 -3.4245
MOVAVPC3 -473.2 931.4564 -0.508
MOVAVPC3 -0.0112 0.0128% -0.867
MOVAVPZ3 0.8689 1.66955 052042
MOVAVPZ3 9.0799 7.38521 1.22947
MOVAVPC3 0.0141 0.00642 218966
MOVAVPC3 -8.0936 5.61778 -1.4407
MOVAVPES -36.891 58.4612 -0.631
MOVAVPE3 -1.7359 1.85409 -0.9363
MOVAVPE3 587.82 280.578 2.09505
MOVAVPE3  -0.002 0.00476 -(.4209
MOVAVPE3  0.116 0.36301 0.31667
MOVAVPE3 -3.5451 1.28732 -2.7538
MOVAVPEZ -0.0001 0.00138 -0.0865
MOVAVPE3Z -0.2348 1.19172 -0.197
AGE -446.27 1505.12 -0.2965
AGE"2 527.67 1057.46 0.49899
AGE*LAGLY 0.1595 0.14899% 1.0713
AGE*WHIT 18.957 15.0402 1.16044
AGE*UNEM -118.35 53.7274 -2.2028
AGE*INCO! 0.0161 ).05694 0.28254
AGE*TIME -68.993 43.1712 -1.5981
LAGLAWEX 0.0566 0.03696 1.53256

CoefficierStd. Erroi T-Statistic Prob.

0.8818 LAGLAV
0.3705 LAGLAY
0.7995 LAGLAVY
0.6715 LAGLAY
0.6118 LAGLAV
0.3866 WHITE
0.6€31 WHITE/
0.2198 WHITE*
0.0293 WHITE*
0.1507 WHITE*
0.5285 UNEMPI
6.3439 UNEMPI
0.037 UNEMPI
0.6742 UNEMP]
0.7494 INCOME
0.0062 INCOME
0.8311 INCOMF
0.8439 TIMETR
0.767 TIMETR
§.6181
0.2849 R-squar
0.2085% Adjuste
0.0284 S.E, of
0.7777 Sum sq
0.111 Log like
0.1264 Durbin-
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Variable Coefficient Std. Error

1.52E-07
-0.00062
-0.00165
-2.3E-06
0.00206
-1.87877
0.004443
-0.15825
J.000139
-0.1329
20.83774
0.221968
6.000165
0.013699
-0.0189
5.55€-07
-0.00095
41.44631
C.407596

0.347239

0.25307
8.806079
23651.84
-1233.95
0754739

0.206
-2.626
-2.408
-3.198
2.6848
-0.46%
0.3308
-2.596
2.4743
-2.937
1.7551
1.2129

0.471
0.0501

-1.55
3.0432
-3.598
2.4067
3.2395

7.36E-07
0.0002386
0.060684
7.27E-07
1.000767
4.007898
0.013434
0.060976
5.61E-05
$.045248
11.87258
0.183008
0.00035
C.273584
€.012194
1.82E-07
G.000264
8.911175
0.125821

Mean dependent +
5.D. dependent v
Akaike info criteri
Schwartz criterior
F-statistic
Prob(F-statistic)

T-Statist Prob

0.8369
0.6091
0.0166
0.0015
0.9677
0.6396
0.7411
0.0(59
0.0139
0.0036
0.08G2
0.2261
0.6379
0.5621
0.1222
0.0025
0.0004
0.0157
0.00.3

5.3283
10.189
4.47(4
4.9664
3.6874

&

Model 6

White Heteroskedasticity Test:

F-statistic 3.011 Probabiiity C
Obs*R-squ 118.15  Probability 1E-06

Test Equation:
LS // Dependent Variable is RESID~2
Date: 12/08/02 Time: 21:20
Sample: 101219 IF DP=1

Included observations: 286

Exciuded observations: 560

Variable  CoefficierStd. Errol T-Statistic Prob. Variable Coefficient Std. Srror  T-Statist Prob.
z 494.51 338.669 1.46016 0.1456 MOVAVI 0.993076 0.664135 1.4952 0.1362
MOVAVPES -3.2914 663936 -0.0496 0.9605 MOVAVI -0.57658 2.473985 -0.233 0.8159
MOVAVPE3 0.4427 1.368553 (.32417 0.7461 MOVAVI 0.0)1587 0.00165 0.9621 0.337
MOVAVPE3 -15.015 21.7787 -0.6894 0.4912 MOVAV -1.261  1.261364 -1 D.3185%
MOVAVPE3Z  3.666 10.8124 0.33995 0.7349 aGE ~4778,27 2703.482 -1.754 0.6791
MOVAVPE3 303.69 335.145 0.90616 0.3658 AGE~2 14032.95 7048.05  1.991 0.0477
MOVAVPE3  1E-03 0.00359 0.00344 0.9973 AGE*LA §.335837 0.118877 2.8234 0.6052
MOVAVPE3 -0.0374 0.31194 ~0.12 0.9046 AGE*W 18.88506 14.42629 1.3091 0.1918
MOVAVPE3 -3.0134 1.24090 -2.4234 £.0159 AGE*Ur -668263 694445 -0.962 0.3356%
MOVAVPE3 -0.0011 0.00095 -1.1752 0.2407 AGE*IN -0.03933 0.063633 -0.6i18 0.5372
MOVAVPE3 1.7883 0.97954 0.80475 0.4218 AGE*TE 492285 47.00592 1.0473 0.2951
MOVAVPC3 105 198.74 0.52831 0.5978 LAGLAY 0.011405 0.025935 0.4234 0.6724
MOVAVPC3 52.148 48.5378 1.07439 0.2838 LAGLAV 2.31E-G7 5.48E-07  0.423 0.6727
MOVAVPC3 300.59 105611 2.84625 0.0048 LAGLAV -0.0004 0.000175 -2.3 0.0223
MOVAVPC3 -.057.9 806.69 -1.3114 0.191 LAGLAY -0.00137 0.000528 -2.585 0.0103
MOVAVPC3 -0.0155 0.00932 -1.6641 0.0975 LAGLAV -2E-06 5.83-07 -3.487 0.0006
MOVAVPC3 -0.9021 1.32558 -0.6805 0.45969 LAGLAV 0.002303 0.000636 3.6206 0.0004
MOVAVPC3 1.5562 5.96565 0.26087 0.7944 WHITE -1.46307 3.40527 -0.43 0.6675
MOVAVPC3  0.015 0.00502 2.97858 0.0032 WHITEZ -0.0072 0.011707 -0.615 0.5393
MOVAVPC3 -15.084 4.64005 -3.2509 0.0013 WHITE* -0.06382 0.066244 -0.983 0.3364
MOVAVPA3 -153.66 91.9568 -1.6711 0.0961 WHITE* 0.000151 5.19E-05 2.5034 0.004
MOVAVPA3 7.5875 4,53092 1.67461 0.0954 WHITE? -0.10211 0.041045 -2.4838 0.0136
MOVAVPA3 359.64 349.63 1.05723 0.2915 UNEMPt -4.19254 13.53926 -0.31 0.7571
MOVAVPA3 -0.0227 0.01561 -1.455] 0.147 UNEMPi 0,61€854 0.254553 2.4311 0.0158
UNEMP! 0.600772  0.000372 2.0764  0.039
R-squared 04131 Mean dependent 3.4094 UNEMPI -0.20073 0.281427 -0.713 G.4764
Adjusted R- 02759 5.0, dependent® 6.2593 INCCME -0.01846 0.011983  -1.54 0.1249
S.E.ofreqr 53263  Akaike info criter 3.5164 INCOME 3.73E-07 1.655-07 2.2601 0.0247
Sum squan  6553.4  Schwartz criterio 4.2194 INZOME -0.00054 0.000241 -2.237 0.0262
Log likeliho -853.66  F-statistic 3.011 TIMETR 4.098268 9.406378 (.4357 (3.6635
Durbin-wat 21.1549 Prob{F-statistic) 0 TIMETR 0.309251 0.124828 2.4774 (.014
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STATEZ9 -1.211618 0.579665 -2.190205 0.036%

Appendix 9A: Regression cutput for Part A: Whether STATESD -4.355954 0.86062 -5.061414 0

or not State has Death Penalty-corrected fer STATE31 -2.71864 1.467229 .1.5173 0.1295

Heteroskedasticity STATE32 1.861367 1.09477 1.700235 [):0894
STATE33 -3.254575  1.39.963  -2.338119 0.0196
STATE34 -3.135029 . -7.

LS // Dependent Variatle is HOMICIDEPERTHOL STATE3S -0.702003 3.232?‘;‘3 1532?32 0.1812

Date: 12/12/02 Time: 14:26 STATE36 -0.898934  0.816247  -1.101302 0.2711

Sample: 51298 IF YEAR>1370 STATER7 -0.151208  0.426577  -0.354468 0.7231

Included observations; 942 ) ) STATE3S 0.040073  0.52546%  0.076262 0.9392

Exciuded ojservations: 352 after acjusting endpoints STATE29 -1.520349 0.406276 3.764311 0.0002

Heteroskecasticity-Consistent Standard Errors & Covariance STATE4D -5.644146 1.883531 2.006577 0.0028
STATE41L -3. -

Variable Coefficient Std. Error T-Statistic Prob. STATE42 gzgg;gg g;gi:ég géiggég o 582
STATE43 1941974 1.225768 .584

c 48.68472  €.875341  7.081063 a STATE44 -1.515652  0.411055 3karan g'éégg

UNEMPLOYMER €.1621 (032988  -4.913925 g STATE4S -0.525565 0.55183  -0.952405 0.3412

INCOMEPERCA  3.19E-05  §.57E-05  0.571552 0.5678 STATE46 3807533 1135708  3.176211 00015

AGE -7.189131  £.833415  -1.232203 0.2181 STATE47 -1,220654 0.45605  -2.676579 0.0076

\LNA}-iGIl-_r;WEXP -g-g;gzgg E-ggégg 'g'i’gggg; g STATE48 2256455  0.487005  4.633328 0

i s s 2saseae 6.0000 STATE49 1.286866  0.416798  -3.087503 0.0021

STATEL -2.302849 1532004  -1.503162 0.1332 R-squared 0.872424  Mean dependent var 6.814427

STATEZ -2.760127 1404452 -1.965269 0.04¢7 Adjusted R-sqi  0.864504  $.D. dependent var 3.709916

STATE3 -1.402764  (.972018  -1.443145 0.1453 S.E ofregress  1.365611  Akaike info criterior. 0.680812

STATE4 -0.288714  1.014598  -0.28456 0.776 Sumsquaredr  1652.296  Schwartz criterion 0.969016

STATES 1.004106  1.275112  0.787464 0.4312 Log likefinood  -1601.302  F-statistic 110.1612

STATES -1.278268  (.524746  -2.435976 0.015 Durbin-watsor 0.79678  Prob(F statistic) o

STATE7 -2.466152  C.599277  -4.11855 a

STATES -5.684938  (.963969  -5.897427 0

STATES 2.874727  (.810023  3.548954 0.00C4

STATEL0 -3.023055 164356  -1.839333 0.05€2 30

STATELL -26.50222  4.291936  -6.198187 0

STATEL2 -1.513358 (433319 -2,569373 0.0124

STATEL3 -0.001985 1035845  -0.001916 0.9985

STATE1L4 1.014219  .497314  2.039394 0.0417

STATELS -1.639187 0.45007  -3.570666 0.0004

STATE16 -1.272265  0.508379  -2.502591 0.0125

STATE:7 191247  0.495665  3.858389 0.0001

STATELS 0.203915 1.93562  0.105349 0.9161

STATEL9 -0.555465  0.532971  -1.042205 0.2976

STATE20 3416314 1484602  -2.301165 0.0216

STATE21 -1.955834  0.474009  -4.147248 0

STATE22 1.912747 Q772121  2.477262 0.0134

STATEZ3 -1.234016  0.474416  -2.601124 0.0094

STATE24 -5.287518 230419 -2.29474 0.022 5

STATE2S 1.511589 0613527  2.115737 £.0019 berrrrr e : i Py

STATE26 1641388 0513844  -3.194329 0.0015 2007TABG 600 800 10005200

STATE2? 2163261 0472303 -4.580241 0 ey ey pp— v e pp—

STATE28 3494314  0.977571  3.574488 9.0004
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STATE30 -4.245427 0.848676 -5.002412 0

STATE31 -1.862326 1.44486 -1,2885832 0.1978
. . STATE32 1.418275 1.103189 1.283614 0.1989
5 //f Dependent variable is HOMICIDEPERTHOU STATE33 -2.898881 1.379011 -2.102144 0.0358
gate: 12/12/32 Time: 14:31 STATE34 -3,886859 0.558677 -6.957262 ’ a
cample: 5 1298 IF YEAR> 1970 STATE3S -0.632071 0.52139 -1.212282 0.2257
Included observations: 942 STATZ36 -0.702329 0.805773 -0.871622 0.3837
Excluded observations: 352 after adjusting endpoints STAYE3Y -0.156276 ¢.425823 -0.367015 0'7137
HetercskedasticityAConsistent standard Errors & Covariance STATE38 0.07103 0.5198)5- 0.136646 018913
STATE3S -2.115044 0.49636 -4.261113% o]
Yariable Coefficient Std. Error T-Statistic Prob. STATE4O -5.159706 1.863888 -2.7€8248 0.0058
STATE4 L -3.91042% 0.486499 -§.037893 0
C 47.54151 6.786267 7.005546 jul STATE42 0.676852 0.865204 0.762304 0.4342
RDP -0.760441 0.34134 -2.227809 0.0261 STATE43 2.169045 1.216998 1.782292 0.075
JNEMPLOYMER -0,15248% 0.033442 -4.559845 0 STATE44 -1.496883 0.4106 -3.6456 0.0003
INCOMEPERCA 3.44E-05 5.55E-05 0.619672 0.5356 STATESS -1.355466 0.663478 -2.042971 0.0414
AGE -7.297173 5.816788 -1.254502 0.21 STATE4G -3.312395% 1,127797 -2.93705 0-0034
WHITE -0.407621 0.071076 -5.734992 C : STATE4A7 -1.171942 0.453144 -2.586249 0.0099
LAGLAWEXP -0.000627 (.000126 -4,969258 g STATE4S 1.429686 0.620722 2.303262 0-0215
TIMETREND -0.172319 0.248018 -3.588642 0.000< STATE49 -2.036684 0.539676 -3.773903 0-0002
STATEL -1.927955 1.513%941 -1,273468 0.2032 )
STATEZ -3.208263 1405738 -2.282262 0.0227 R-squared 0.873129 Mean dependent var 6.814427
STATE3 -1.173044 0962337 .1.218953 0.2232 Adjusted R-squ 0.865101 S.D. dependent var 3.709916
STATEA -0.068082 1.003123 -0.06787 0.9459 S.E. of regress 1.362602 Akaike info criterion 0.677394
STATES 1.176211 1254388 §.637678 0.3487 Suir squared 1 1643,167 Schwartz criterion 0.970745
STATEG -1.182856 0.522803 -2.,262527 0.0239 Log likelihood -1598.693 F-statisHc :08.7601
STATE7 -2.379883 0.600502 -3.963158 0.0001 Durbin-Watsor 0.799028 Prob(F~statistic) 0
STATES -5.431942 0.958489 -5.66719 o
STATES 3.004306 0807878 3.71876 0.0002 30
STATELQ -2.606475 1.627621 -1.601401 0.1095
STATELL -26.18258 4.234388 -6.185683 !
STATELZ -1,12148 0.433653 -2.586125 0.0039
STATEL3 0.204779 1.02565 0.199657 0.8418
STATEL4 1.072614 £.49552 2.164623 0.0307
STATELS -2.440965 0.584816 -4.173902 0 1C-
STATELS -1.55276 0.598794 -3.261156 0.0012
STATEL? 1.946751 (.493374 3.945794 (.00C1
STATELS 0.666794 1.916172 0.347983 0.7279
STATEL9 -1.388307 0.651475 -2,131022 0.0334
STATE20 -3,027796 1.474825 -2.052986 .0404
STATEZL -2.5634 0.536415 -4.778765 0
STATE22 1.283419 0.82 1.565145 0.1179
STATE23 -2.028414 0.588379 -3.447464 0.0006
STATE24 -4.713122 2.277727 -2.069221 0.0388
STATE2S 2.016272 3.605656 3.307228 0.001
STATEZ6 1622398  0.512151 -3.167811 0.0016 s B TR
STATEZY -2.137326 1.472573 -4.522747 ¢
STATEZS 3.647334 0.97678 3.734037 .0002 _  Residuat Actual Fitted
STATE2S -1.715796 0.63%6 -2.682608 0.0074
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LS // Dependent Variable is HOMICIDEPERTHOU
Time: 14:32

Date: 12/12/02

e e L

Sample: 51288 iF YEAR> 1970
Included observations: 942
Excluded observations: 352 after adjusting endpoints

Heteroskedasticity-Consistent Stancard Errors & Covariance

Variable Coefficient

C 47.33287
LOP -0.839179
UNEMPLOYMES -0.155451
INCOMEPERCA 3.49E-05
AGE -7.204098
WHITE -0.404493
LAGLAWEXP -0.000624
TIMETREND -0,173148
STATEL -1.855281
STATEZ -3.223821
STATE3 -1.131847
STATE4 -0.024301
STATES 1.229627
STATES -1.167219
STATE?Z -2.36702L
STATES -5.393663
STATEY 3.034773
STATELCD -2.536782
STATELL -26.08329
STATEL2 -1,11807
STATELS 025222
STATEL4 1.085864
STATELS -2.528668
STATELG -2.025764
STATEL7 1.960317
STATELS8 0.756569
STATELS -1.478235
STATE20 -2.964252
STATE21 -2.582107
STATE22 1.241287
STATE23 -2.115506
STATE24 -4,607944
STATE2S 2.03658
STATE26 -1.615857
STATE27 -2.14338
STATE28 3.673636
STATE2S -1.821312

Std. Error T-Statistic
€.786018 6.975059
(.308829 -2.717297
{.033113 -4,694527
5.54E-05 0.6305%4
5.796614 -1.242811
0.071125 -5.687075
(.000125 -4.986357
£.047903 -3.614586
1515518 -1.22419
~.396902 -2.307836
0.663443 -1.174794
1.003705 -0.024212
1.257808 0.977595
0.522854 -2.232399
0.599904 -3.945667
0.958519 -5.62708
0.809526 3.748829
1.629473 -1.556811
$.232489 -6.162637
2.433054 -2.581824
1.028105 0.245325
11.455204 2.192762
2.568322 -4,449362
0.58231% -3.478785
0.493314 3.97377
1.917767 0.394505
0.636392 -2.322837
1.476049 -2.008233
§.5185:1 -4.979848
0.802488 1.546798
0.572273 -3.69667
2.279788 -2.021216
0.610061 3.338979
0.511798 -3.157217
0.471871 -4,5423
0.977318 3.758854
0.624889 -2.914616
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Q
0.0067
g
0.5285
0.2143
0
0
0.0003
0.2212
0.0212
0.2404
£.9807
0.3235
0.0238
0.0031
0
0.0012
0.1139
0

0.01
0.8053
0.0286

1]
0.0005
0.0001
0.6933
0.0204
3.0449

o
0.1223
0.0€02
0.0436
0.0C09
0.0C16

o]

0.0002

-0.0037

STATE30 -4.258674 0.844418 -5.043325 0
STATE31 -1.764804 1.446117 -1,24112 0.214%9
STATE32 1.35789 1.097775 1.236548 0.2164
STATE33 -2.842363 1.380105 -2.059548 0.0397
STATE34 -3.970476 0.540991 -7.339266 0
STATE3S -0.611296 0.52:1024 -1,171011 0.2419
STATE36 -0.6687 0.806095 -0.829555 0.407
STATE3Y -0.14851 0.425232 -0.345245 Q4.727
STATE3B 0.086569 0.519564 0.1664% 0.8678
STATE39 -2.130804 0.473898 -4.496338 G
STATE40 -5.077741 1.865484 -2,721943 0.0066
STATE4L -3.906432 0.486077 -8.03665 0
STATEAZ 0.715459 0.865932 (.82623 0.4089
STATE43 2.218084 1.219823 1.818365 0.0693
STATE44 -1.497289 0.410164 -3.550467 0.0003
STATE4S -1,449389 0.650582 -2.227834 0.0261
STATE46 -3.266999 1.128688 -2.394509 0.0039
STATE4?7 -1.154777 0.453112 -2.548547 0.011
STATE4S 1.362333 0.597417 2.280372 0.0228
STATE49 -2,112608 0.51%552 -4.066213 G.0001
R-squared 0.87335  Mean dependent var 6.814427
Adjusted R-sqL 0.865336 S.D. dependent var 3.709916
S.E. of regress 1.361411  Akaike info criterion 0.675645
Sum squared r 1640.294 Schwartz criterion 0.068955
Log likelihood -1597.869  F-statistic 108.9782
Durbin-Watsor 0.798144  Prob{F-statistic) a
30
| 20

3G A0 800 | B0G | 1000 1200
[ Residual —— Actual Fitted |
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Appendix 9B Regression Outputs for Part B Adjusted R-squ 0.837153  S.D. dependent var 2.981547

LS // Dependent Variable is HOMICIDEPERTHOU S.E. of regress 1,203t81  Akaike iafo criterion 0.487134
Date: 12/12/02 Time: 14:51 Sum squared r 372.0445  Schwartz criterion 0.950714
Sample: 8 1219 1F RDP=1 Log likelihood -451.7767 F-statistic 42,84001

Durbin-Watsor 1.069843  Proh(F-statistic) o]

inciuded observations: 294
Excluded observations: 555 after adjusting endpoints
Heteroskedasticity-Consistent standard Errors & Covariance

Variable Coefficient Std. Error T-Statistic frob. 30
C 39.01969 7746815 5.036868 3
MOVAVPE3 -1.124256 0.394306 -2.85123 0.0047
MOVAVPC3 -10.43755 1578754  -6.611255 J
MOVAVPA3 -3.609183 1186522  -3.041817 0.0025
UNEMPLOYME?  -0.188759 0082453  -2.289285 0.022% & i
INCOMEPERCA  -0.000418 0000156  -2.687865 0.0877 "\ L ‘
AGE 1.433785 8.659561 0.165572 0.8686 A
WHITE -0.307708 0.101775  -3.023407 0.0028 44!
LAGLAWEX? 0.000172 0.000188 $.915281 0.3609
TIMETREND 0.306072 0.123614 2.476025 0.0139 25
STATEL -0.37115% 1181212  -0.314219 0.7536 “
STATE3 -0.440249 1.497286  -0.294031 0.769 o_g_‘r
STATE4 0.759889 1.941147 0.391464 0.6958
STATES 2.911019 1169346 2.489442 0.0134 217
STATES 3.167378 2.848377 1.111994 0.2672
STATES 3,520585 1.643652 2.141928 0.033t 4
STATELD -1.432791 1.042594  -1.374256 0.1705 PV AR R ALy G AL LR 6 YRR SRR R T
STATEL2 1054268  3.093102  0.340845 0.7335 360 400 600 800 1000 1200
STATEL3 183721 1.036095 1.773207 0.0774
STATEL4 DA71253 2197671 0214433 0.8304 [—— Residual Actual Fitted |
STATELY 0.257647 2.502563 0.106932 0,919
STATEL8 1.974597 1.42826 1.382519 0.168
STATE24 -3.084054 1.70668  -1.807049 0.07:9
STATEZS 2,429847 1.988974 1.221658 0.223
STATE28 5.725208 1.681136 3.40556 0.0008
STATE3O0 -2.40896 1,081136  -2.228175 0.0267
STATE31 -1.851786 2.14434  -0.868233 0.3861
STATE35 0.641947 1.938052 0.331233 0.7407
STATE3S6 -0.262802 -.751524  -0.150842 0.8808
STATE3? 0.078464 2.411599 0.032536 0.97:1
STATE3S 247344 2.114028 1.170013 0.2431
STATE4D -3.694574 1.300239  -3.072184 0.0024
STATE42 1.082162 1.569526 0.689483 0.4911
STATE43 3,765751 1.371362 2.746023 0.6055
STATE44 -0.322034 2.942753  -0.109433 0.9129
STATE4S 1.496622 1.558682 0.960185 0.3379
STATE4T -0.557082 1.621922  -0.289857 0.7722
R-squarec 0.857162  Mean dependent var 8.644048
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Appendix 9B: Regression Qutputs for Part B contd..
LS // Dependent Variable is HOMICIDEPERTHOQU

Date: 12/12/02 Time: 15:03

Sample; 8 1219 1F (RDP=1 AND MOYAVPAZ <> NA)
Included observations: 254

excluded observations: 108 after adjusting endpoints
Heterpskedasticity-Consistent Standard Errors & Jovariance

variable Coefficient Std. Etror T-Statistic Prob.

C 39.87352 8.167952 4.881703 3
MOVAVPES ~1,100968 0.39538% -2.784516 (.0058
MOVAVPC3 -10.65663 1.592292 -5,692646 ]
UNEMPLOYMED -0.168145 0.085117 -1.975455 0.0493
INCOMEPERCA -0.000392 0.000161 = -2.438247 0.0154
AGE 2.01406% 7601571 0.264954 0.7913
WHITE -0.336906 £.109018 -3.090378 0.0022
LAGLAWEXP 9,84E-G5 0.000202 0.486835 0.6268
TIMETREND 0.305321 0126761 2.40863 (.0167
STATEL -6.021438 1.21852 -0.017593 0.985
STATE3Z -0.370242 1572354 -0.235464 0.814
STATE4 1.009365 2.035065 0.495986 0.6203
STATES 3.929151 1241009 3.166094 0.0017
STATES -4,56531 £.98013%9 -4.65782 o]
STATES 4.480854 1.768278 2.534021 0.0112
STATE10 -1.066805 1.090592 -(.978189 0.3289
STATELZ -2,219358 2.853467 -0.777776 0.4374
STATEL3 2.513069 1104676 2.274593% 0.0237
STATEL4 1.240956 2.351658 0.527694 0.5982
STATEL7 1.870628 2.669556 0.401051 0.6887
STATELS 2.161381 1.46369 1.476666 0.141
STATE24 -3.117437 1.761789 -1.769473 0.078
STATEZS 3.163471 2.122536 1.49014 0.1374
STATE2S 4.790631 1.694315 2.827475 0.0052
STATE3S -2.153685 1152416 -1.868843 0.0628
STATE31 -2.627688 2.184831 -1.202696 0.23C2
STATE3S 1.555544 2.073671 0.750358 0.4537
STATE36 -0.01772 1.848875 -0.005584 0.9924
STATE3? -0.46784 2.513172 -D.186155 0.8525
STATE38 3.566264 2.252168 1.58348 0.1145
STATE4Q -4,017465 1.337185 -3.004419 0.0029
STATE42 1.713273 1.666738 1.02792 0.3(5
STATE43 4.659724 1.447453 3.226077 0.0014
STATE44 -2.867589 2.84084%9 -1.009395 0.3137
STATE46 1.86842 1.607148 1.162569 0.2461
STATE47 -0.418948 2.039723 -0,205394 0.8374
R-squared 0.852278  Mean dependent var 8.64408
Adjusted R-sqQu 0.832238  S.D. dependent var 2.981547
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$.E. of regress
Sum squared r
Log likelihood

Durbin-Watsor

Akaike info criterion
Schwartz criterion
F-statistic
Prob(F-statistic)

0.513954
0.965004
42.52919

0

i0

..
) ot L y i
| Y ﬁaﬁi“' ‘!ﬁéf.ﬁ
¥ | A

|20
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36060y 8o | 1000
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Appendix 9B Regression Qutputs for Part B contd..
LS // Dependent Variable is HOMICIDEPERTHOU

Date: 12/12/02 Time: 15:06

Gample: § 1219 TF (ROP=1 AND MOVAVPA3 <> NAY

Included observations: 294

Excluded observations: 108 after adjusting endpeints
Heteroskedasticity-Consistent Standard Errors & Covarianca

Variable Coefficent Std. Error T-Statistic Prob.

C 43.11584 9.080057 4.748411 0
MOVAVPE3 -1.211183 0.426675 -2.838655 0.0049
UNEMPLCYMED -0.065796 £.083081 -0,791852 0.4291
INCOMEPERCA -0.000234 0.000172 -1.36207. 0.1744
AGE 0232125 8.778857 0.026441 0.978%
WHITE -0.395199 0.1204886 -3.313232 0.0011
LAGLAWEXP -0.000623 0.000225 -2.764789 0.0061
TIMETREND 0.146019 0.132776 1.09974% Q.2725
STATEL -1.008%07 1.405807 -0.71767L 0.4736
STATE3 0.33053% 1.723005 0.19183% (0.848
STATE4 2.170753 2.189365 0.98699L 0.3246
STATES 3,785062 1.550678 2.440903 0.0153
STATES -4,111404 1.087344 -3.781143 0.0002
STATEY 4.857275 1.961411 2.476418 £.0139
STATELD -0.936034 1.185502 -0.789568 0.4305
STATEL2 -0.233954 3.118617 -0.075018 0.9403
STATELS 3.092468 1.179232 2.622443 £0.0092
STATEM 2.602057 2.580206 1.008469 0.3142
STATEL? 2.413521 2.875647 $.839297 0.4021
STATE1S 2.083315 1.598246 1.303501 0.1936
STATE24 -3.44498 2.001704 -1.721024 0.0(864
STATE2S 4,136526 2.319433 t.783422 0.0757
STATEZS £.055617 1.854887 2.7255€5 04069
STATE30 -1.166364 1.267561 -0.9201€5 0.3583
STATE3! -1,329314 2.214061 -0,600412 0.5488
STATE3S 1.017396 2.307379 0.440832 0.6596
STATE3S 0.307011 2.049125 0.145826 0.881
STATE3T 1.093256 2.756195 0.396654 0.6919
STATE3S 2.102611 2.467294 0.852193 0.3549
STATE4D -3.70473 1.461784 -2.534389 0.6119
STATE4Z 2.087872 1.849744 1.128736 0.2601
STATE43 3.996994 1.719673 2.324276 0.0209
STATE43 -0.760607 3.073901 -0.24744 (.8048
STATE4S 2.811792 1.686344 1.657559 0.0986
STATES 1161301 2.220093 0.523080 .6014
R-squared 0.821044 Mean dependent var 8.644048
Adijusted R-s5qt 3.797551  S.D. depencent var 2.981547
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S.E. of regress

1.341526  Akaike info criterien 0.698958

Sum sguared | 466.1199  Schwartz criterion 1.13748
Leg likelihood -484.9148  F-statistic 34.945946
Durbin-Watsor 0.895385  Prob{7-statistic) o]
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Appendix 9B: Regression Outputs for Part B {without state dummies)
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Appendix 10: The Elasticities of the Variables calculated at the Mean

(Formula: § hat* Average X/. Average Y)
Variable Mean

Regression } estimate Elasticity
Homicides per 100,000 people 7.606286

Moving Average of execution probabitity  0.237007 4 -1.21183 -0.03775985
5 -1.100968 -0.03430546
6 -1.124256  -0.0350311
Moving average of conviction probability 0.091911 5 -10.65665 -0.12877025
6 -10.43755 -0.12612274
Moving average of arrest probability 0.44351¢9 6 -3.0609783 -N.17848422
Unemployment Rate 0.06244286 1 -1.621  -0.0133074
2 -0.152489 -0.00125184
3 -0.155451 -0.00127616
4 -0.065796 -0.00054014
5 -0.168145 -0,00138037
6 -0.18875%9 -0.00154959
Income per capita 18372.96 1 0.0000319 0.07705435
2 0.0000344 0.0830932092
3 0.0000349 0.084300841
4 ~0.000234 -0.56522627
5 -0.000392 -0.94687477
6 -0.000418 -1.00967769
Population fraction 18-24 0.10864 1 -7.189131 -0.10268181
2 -7.297173 -0.10422496
3 ~7.204098 -0.10289558
4 0.232125 0.003315424
5 2.014069 0.028766793
6 1.433785 0.020478641
% whites 0.8288286 ik -0.426702 -0.04649612
2 -0.407621 -0.04441694
3 -0.404493 -0.04407609
4 “0.399199 -0.04349923
5 -0.336906 -0.03671139
6 -0.307708 -0.03352979
Lagged compensation for legal services 867.8163 1 -0.000665 -0.07587117
2 -0.000627 -0.07153568
3 -0.000624 -0.0711934
4 -0.000623 -0.07107931
5 0.0000984 0.011226652
6 0.000172 0.019623822
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