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Clarifying the Meaning  
of Price Stability

2

N I N T H  D I S T R I C T  

Over the past few years, the Federal Open Market 
Committee has made great progress in formulat-
ing, and communicating, the objectives of monetary 
policy to the public. In this column, I’ll discuss some 
of that progress and also describe two ideas about 
how the Committee can make further improve-
ments along these lines. My discussion will build 
on a speech, “Clarifying the Objectives of Monetary 
Policy,”1 that I gave several times in the fall, as well as 
on information in the recently released minutes from 
the Oct. 28-29 FOMC meeting. 

The framework statement
The natural starting point for any discussion of mon-
etary policy goals is the Federal Reserve Act, the law 
in which Congress created the Fed and defined its 
purposes. Through the Federal Reserve Act, Con-
gress requires the Federal Reserve to make mon-
etary policy so as to promote effectively the goals of 
maximum employment, stable prices and moderate 
long-term interest rates. Most economists believe 
that if the Fed achieved the first two mandates (max-
imum employment and stable prices), it would au-
tomatically achieve the third (moderate long-term 
interest rates). Hence, monetary policymakers in the 
United States are usually described as having a dual 
mandate: to promote price stability and maximum 
employment. 

Congress’ short overarching description of Fed-
eral Reserve objectives is the foundation for current 
monetary policymaking, but it does not address many 
specifics. In January 2012, in a key milestone in the 
evolution of the Fed’s communications, the FOMC 
adopted a longer and more precise description of its 
long-run goals. I’ll call this short but pathbreaking 

document the “framework statement.” It contains a 
number of important ideas, and indeed I encourage 
all Americans to read the entire statement.2 

In this column, I’ll stress only what I see as the 
most important aspect of the statement: It translates 
the words “price stability” into a longer-run goal 
of a 2 percent annual inflation rate. Here, the term 
“inflation rate” refers specifically to the personal 
consumption expenditures (or PCE) inflation rate. 
This is a measure of the rate of increase in the prices 
of all goods and services, including those related 
to food and energy. The adoption of this explicit 2 
percent target means that the American public need 

Narayana Kocherlakota
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guess no longer about the Federal Reserve’s inflation  
intentions—either on the upside or on the downside:  
2 percent is our goal.

Possible clarifications in the formulation  
of the price stability mandate
The framework statement was adopted by the FOMC 
in January 2012. It has been reaffirmed, with only 
minor wording changes, in January 2013 and again 
in January 2014. However, the minutes for the Janu-
ary 2014 meeting note that FOMC participants saw 
the coming year as an appropriate time to consider 
whether the statement could be improved in any way. 
I concur: The time is right to consider sharpening the 
FOMC’s statement of its objectives in several ways. 
In what follows, I’d like to explain, and express sup-
port for, two particular clarifications related to the 
FOMC’s formulation of the price stability mandate.3 

First, I believe the FOMC should be clear that 
its inflation objective is symmetric. Many observers  
emphasize the need to keep inflation from rising 
above 2 percent. But in my view, inflation below  
2 percent is just as much of a problem as inflation  
above 2 percent. The central bank of Canada also 
has a 2 percent inflation target. Its language about 
symmetry is pretty clear, at least as central banking 
communications go: “the Bank is equally concerned 
about inflation rising above or falling below the tar-
get and will act … in order to bring inflation down, 
or to push it back up, to 2 per cent.”4 In my view, the 
FOMC should use similar language to characterize 
its inflation objective. 

Why do I see symmetry as important? Without 
symmetry, inflation might spend considerably more 
time below 2 percent than above 2 percent. Inflation 
persistently below the 2 percent target could create 
doubts in households and businesses about whether 

the FOMC is truly aiming for 2 percent inflation, 
or some lower number. This kind of unmooring of  
inflation expectations would reduce the effective-
ness of monetary policy as a mitigant against adverse 
macroeconomic shocks. 

Second, I believe that the FOMC should consid-
er articulating a benchmark two-year time horizon 
for returning inflation to the 2 percent goal. (Two 
years is a good choice for a benchmark because 
monetary policy is generally thought to affect infla-
tion with about a two-year lag.) Right now, although 
the FOMC has a 2 percent inflation objective over 
the long run, it has not specified any time frame for 
achieving that objective. This lack of specificity sug-
gests that appropriate monetary policy might engen-
der inflation that is far from the 2 percent target for 
years at a time and thereby creates undue inflation 
(and related employment) uncertainty. Relatedly, the 
lack of a public timeline for a goal can sometimes 
lead to a lack of urgency in the pursuit of that goal. I 
believe that, if the FOMC publicly articulated a rea-
sonable time benchmark for achieving the inflation 
goal, the Committee would be led to pursue its infla-
tion target with even more alacrity. 

Some might argue that this kind of time horizon is 
impractical. In fact, many central banks incorporate 
a similar timing benchmark. For example, the Bank 
of Canada typically makes its monetary policy choic-
es so that the inflation rate is projected to return to 
2 percent within two years.5 I say “typically”—there 
are certainly situations in which the Bank of Canada 
chooses policy so that inflation is projected to return 
to target more slowly (sometimes taking as long as 
three years) or more rapidly (sometimes as quickly 
as 18 months). But it continues to treat two years as 
a benchmark, in the sense that it feels compelled to 
explain why it is choosing a different time horizon. 

I’ve suggested that the FOMC clarify that its inflation target is symmetric  
and that the Committee typically seeks to achieve that target within a two-year horizon.  

Let me emphasize that these two suggestions represent clarifications, not alterations.  
The framework statement, as written, is completely consistent with the formulations of price  

stability that I’ve proposed. However, a shortcoming with the current statement is that  
it is also consistent with other interpretations of price stability. 
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To sum up: I’ve suggested that the FOMC clarify 
that its inflation target is symmetric and that the 
Committee typically seeks to achieve that target 
within a two-year horizon. Let me emphasize that these 
two suggestions represent clarifications, not alterations. 
The framework statement, as written, is completely 
consistent with the formulations of price stability that 
I’ve proposed. However, a shortcoming with the current 
statement is that it is also consistent with other interpre-
tations of price stability (such as a 10-year horizon for 
returning inflation to the desired target).

Discussion at the Oct. 28-29 FOMC meeting
As the minutes from the Oct. 28-29 FOMC meet-
ing reveal, both of these possible clarifications to the 
framework statement were discussed at that meet-
ing. With reference to the former clarification (sym-
metry), the minutes from the meeting say that “there 
was widespread agreement that inflation moderately 
above the Committee’s 2 percent goal and inflation the 
same amount below that level were equally costly.”6  
I am glad to see this kind of FOMC consensus on this 
important issue. 

The minutes go on to say that “many participants 
thought that this view was largely shared by the pub-
lic.”7 I am not one of these participants. The public’s 
main reference on the FOMC’s monetary policy ob-
jectives is the FOMC’s framework statement. The 
statement makes no reference to symmetry. With-
out such a reference, we cannot expect the public 
to know that the FOMC views deviations from its 
inflation objective in a symmetric fashion. I would  
support including the above clause from the minutes 
in the framework statement itself. R

Endnotes
1 Narayana Kocherlakota, “Clarifying the Objectives of Mon-
etary Policy,” speech at the St. Paul Rotary, St. Paul, Minn., 
Nov. 18, 2014, available at minneapolisfed.org/news_events/
pres/speech_display.cfm?id=5426.

2 “Statement on Longer-Run Goals and Monetary Policy 
Strategy,” Board of Governors of the Federal Reserve System, 
as amended effective Jan. 28, 2014, available at federalreserve.
gov/monetarypolicy/files/FOMC_LongerRunGoals.pdf.

3 In May, I gave a speech at the Economic Club of Minnesota 
that discussed, without endorsing, the idea that the FOMC 
should use price level targeting as opposed to inflation target-
ing. I continue to think that the Committee should consider 
this change in approach. However, it’s a topic that deserves 
more space than what is available in this column. 

4 “Monetary Policy,” Bank of Canada, May 29, 2012, available 
at bankofcanada.ca/wp-content/uploads/2010/11/monetary_
policy.pdf. 

5 “Monetary Policy,” Bank of Canada, May 29, 2012, available 
at bankofcanada.ca/wp-content/uploads/2010/11/monetary_
policy.pdf.

6 “Minutes of the Federal Open Market Committee,” Oct. 
28-29, 2014, available at federalreserve.gov/monetarypolicy/
fomcminutes20141029.htm.

7 “Minutes of the Federal Open Market Committee,” Oct. 
28-29, 2014, available at federalreserve.gov/monetarypolicy/
fomcminutes20141029.htm.
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Introduction
Misery loves company.1

Since Kareken and Wallace (1978), it has been well 
understood that deposit insurance creates incentives 
for banks to take on excessive risk. Protected from 
losses by deposit insurance, bank depositors will ra-
tionally pay little or no attention to the riskiness of 
their bank’s portfolio; consequently, the interest rate 
a bank needs to offer to attract deposits will not be 
sensitive to the risk characteristics of its portfolio—
undermining the usual risk/return trade-off faced by 
investors. Banks that seek to maximize shareholder 
value therefore have an incentive to take on more risk 
than they would if their deposits were uninsured. In-
deed, banks that trade equity on public markets have 
strong incentives to take on as much risk as regula-
tors allow. This phenomenon of one party taking ex-
cessive risks because another party bears all or some 
of the cost of failure is often referred to, in banking 
and other spheres, as “moral hazard.”

Stern and Feldman (2004) argue that when a large 
financial institution is confronted with the possibil-
ity of failure, policymakers concerned about broader 
systemic fallout from that failure have strong incen-
tives to intervene. Even uninsured debtholders may 
be bailed out to prevent failure, and expectations of 

 

Too Correlated to Fail
Anticipation of bailouts encourages  

banks to invest alike, making bailouts more  
probable and crises more severe

Executive summary
In this paper, we argue that the anticipation of bailouts 

creates incentives for banks to herd in the sense of making 

similar investments. This herding behavior makes bailouts 

more likely and potential crises more severe. Analyses of 

bailouts and moral hazard problems that focus exclusively 

on bank size are therefore misguided in our view, and the 

policy conclusion that limits on bank size can effectively 

solve moral hazard problems is unwarranted.

such bailouts induce them to be relatively uncon-
cerned about the level of risk of their financial insti-
tutions. Just as with the explicit protection of deposit 
insurance, the lack of concern generated by implicit 
guarantees of government bailouts encourages banks 
to take on excessive risk.

Stern and Feldman’s argument has been interpret-
ed (or misinterpreted) to mean that policymakers 
should be concerned about potential failure of large 
financial institutions only. This interpretation sug-
gests that a simple method of curing this moral haz-
ard problem is to set regulatory limits to ensure that 
no individual financial institution is “too” big.

This policy conclusion is mistaken, we argue in this 
paper. Policymakers do not intervene when big banks 

V. V. Chari
University of Minnesota
Federal Reserve Bank of Minneapolis

Christopher Phelan
University of Minnesota
Federal Reserve Bank of Minneapolis

Economic Policy Papers are based on policy-oriented 
research produced by Minneapolis Fed staff and  
consultants. The papers are an occasional series for a 
general audience. The views expressed here are those 
of the authors, not necessarily those of others in the  
Federal Reserve System.



The Region

 december 2014  6

are threatened simply because 
those banks are too big. Rather, 
they intervene because the poten-
tial systemic costs resulting from 
bank failure are considered too big.

Bank size is not the issue
Consider two scenarios, one 

without regulatory limits on bank 
size and the other with such lim-
its. Suppose that when regulations 
do limit bank size, small banks—
all below the size limit—choose 
scaled-down versions of the large 
bank’s portfolio. That is, each small 
bank’s portfolio has holdings in the 
exact proportion, but smaller size, of that large bank’s 
portfolio. (For simplicity, assume all depositors are 
identical so that the characteristics of depositors in 
all banks—large and small—are identical.)

If the aggregate economy is hit with a shock that 
adversely affects investment portfolios, and the sur-
vival of both large and small banks is in doubt, would 
the aggregate costs of banking system failure differ 
under the two scenarios? Clearly not. Since the col-
lective financial assets, liabilities and risk profiles 
are identical whether bank size is limited or not, the 
systemic costs of not bailing out banks are exactly 
the same. Therefore, policymaker incentives to un-
dertake bailouts are unaffected by bank size limits, 
if collections of smaller banks assume the same or 
similar portfolio risk as would one big bank.

Proponents of bank size limits as a solution to the 
moral hazard problem induced by bailouts implicitly 
assume that the combined portfolio of a collection 
of smaller banks will be less risky than the portfolio 
of a large bank of equivalent size. This assumption 
is unwarranted, we contend. In fact, the very pros-
pect of government bailouts creates an incentive for 
banks—regardless of size—to take on highly corre-
lated risks, which, in turn, raises the likelihood of 
financial crisis.

Policymakers will intervene when the aggregate as-
sets of threatened financial institutions are sufficiently 
large to represent a substantial risk to the broader 
economy should those institutions fail. The following 
example illustrates the manner by which this policy 
motivation creates an incentive for banks to take on 
correlated risks. (We provide a numerical version of 
this example in the second section of the paper.)

Consider an extreme case where 
U.S. banks can invest in mortgages 
to residents of just two states, either 
Florida or New York (both have 
basically the same size popula-
tion). We’ll further assume that just 
one of these states will have a high 
default rate, but that banks don’t 
know which state that is until after 
the mortgages are sold. In a well-
functioning market without regula-
tor bailouts of failing banks, banks 
will invest roughly half their assets 
in each state, since default rates are 
not known in advance—thereby 

providing themselves, through diversification, with 
the highest possible level of protection from loss.

But suppose that, for some reason, all banks in-
vest in Florida mortgages only. If Florida turns out to 
have the high default rate, then all banks are threat-
ened with failure, and policymakers have a strong in-
centive to bail them out. From the perspective of an 
individual bank considering whether to buy Florida 
or New York mortgages, it is therefore rational to 
buy only Florida mortgages. Each bank knows that 
if Florida mortgages default, it is assured a govern-
ment bailout precisely because all banks are threat-
ened, and the government will therefore intervene to 
prevent broad systemic failure.

If, again, virtually all banks invest in Florida mort-
gages, but instead it is New York mortgages that have 
a high default rate, a particular bank that bucked the 
herd and invested in New York mortgages would not 
receive a bailout, since the system as a whole is not 
threatened. Thus, the existence of a bailout policy en-
courages all banks, regardless of size, to invest simi-
larly and thereby correlate their risk portfolios.

How would banks go about correlating their risks in 
a more realistic world? One way to do this is through 
securitization, a practice that has become extremely 
prevalent in recent decades. Bank loans are securi-
tized by selling claims to a pool of those loans. Secu-
ritization of this form allows banks to diversify their 
portfolios and ensures that their profits are not unduly 
dependent on the idiosyncratic risk of the loans that 
they have originated. But because securitized loans are 
usually held by other banks, the practice ensures that 
all banks end up holding very similar portfolios and 
thus have highly correlated risk.

The very prospect  
of government bailouts 

creates an incentive  
for banks—regardless  

of size—to take on  
highly correlated risks,  
which, in turn, raises  

the likelihood of  
financial crisis.
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This paper argues that limits on bank size miss 
the point. What truly matters to the well-being of the 
broad economy is not the risk profile of any given 
bank portfolio, large or small, but the risk profile 
of the entire banking system. Regulators therefore 
need to understand what kinds of events are likely to 
threaten a significant fraction of the aggregate assets 
of the entire banking system, rather than concentrate 
(as current policies do) on a limited number of large 
banks. In particular, they must focus on how the 
portfolio of the entire banking system is exposed to 
such events. Regulation of a given bank then should 
deal with whether that particular bank’s behavior is 
mitigating or aggravating the risk exposure of the en-
tire system. In brief, we need stress tests of the entire 
banking system, not just of individual banks.

• With 5 percent probability, a housing collapse  
occurs in New York, but not in Florida.

• With 5 percent probability, a housing collapse  
occurs in Florida, but not in New York.

• With 90 percent probability, no housing collapse 
occurs anywhere in the United States.

Let’s also assume (generously) that a $1 mortgage 
investment returns $1.50, but only if the borrower 
doesn’t default. In addition, we’ll say that 30 percent 
of borrowers will default if their state suffers a hous-
ing collapse, but 10 percent will default if there is no 
collapse.

Bank investments in New York work as follows 
(and symmetrically for Florida): If New York experi-
ences a housing collapse, each dollar invested there 
has a 70 percent chance of yielding $1.50, but a 30 
percent chance of yielding nothing. If Florida experi-
ences the housing collapse or the nation as a whole is 
free of a housing crisis, a dollar invested in New York 
has a 90 percent chance of a $1.50 return and a 10 
percent chance of total loss. In sum, New York mort-
gage investments (logically) are more likely to yield 
nothing if a housing market collapses there than if it 
collapses in Florida or not at all.

Similarly, a dollar invested in Florida mortgages 
has three times the likelihood of returning nothing 
if Florida housing collapses relative to the chance of 
a total loss if the New York market fails or there is no 
housing crisis anywhere in the United States.

The point of this setup is to present a situation 
where the banking system’s exposure to aggregate risk 
is determined by the choices of many small actors—
in this case, small banks. Here’s how it would work, 
depending on where those small actors invest:

If all banks invest in New York, there’s a 95 percent 
chance that each will get $1.50 back for 90 percent 
of total dollars invested (given the 10 percent default 
rate) and a 5 percent chance that each will get a full re-
turn on just 70 percent of the bank’s total investment 
(since 30 percent of mortgages will default). That 
works out to a mean return of $1.335 =1.5*(.95*.9 
+.05*.7) per dollar invested.

And if all banks split their investments 50-50 be-
tween Florida and New York, or half the banks invest 
totally in Florida and half just in New York? Here, too, 
the mean return is $1.335 per dollar invested.2

This paper argues that limits on bank size 
miss the point. What truly matters  

to the well-being of the broad economy  
is not the risk profile of any given  

bank portfolio, large or small, but the risk 
profile of the entire banking system. 

A numerical illustration
In this section, we provide a numerical (though still 
extreme and hypothetical) example of the New York/
Florida scenario.

A large number of banks have access to investment 
funds, and they can invest only in New York or Flor-
ida mortgages. Each bank separately chooses what 
fraction of its funds to put into New York mortgages 
versus Florida mortgages. In each state, mortgages 
face both idiosyncratic risk (meaning a risk situation 
particular to that mortgage) and aggregate risk (ex-
perienced by the entire state). Every bank makes an 
individual decision about the fraction of its funds it 
will invest in each state, and all banks make their in-
vestments before anyone knows what the future risk 
scenario will be. Banks are aware of investment deci-
sions made by other banks.

We’ll assume that, after investment decisions 
are made, the aggregate economy can be in one of 
three situations:
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Given this situation, where aggregate risk is determined by many small banks  
(not simply those considered “too big”), what role does government policy play?  

More particularly, how does the presence or absence of policy intervention  
through bailouts affect bank decisions and aggregate risk?

But if banks diversify over states, either by each 
bank diversifying between New York and Florida or 
by half the banks investing in New York and half in 
Florida, the mean total return remains the same, but 
the variance is lower and the portfolio’s worst case 
scenario is better. (If all banks invest in one state, the 
worst-case scenario is 30 percent of loans fail. If banks 
diversify over states, the worst case scenario is 20 per-
cent of loans fail.)

Given this situation, where aggregate risk is deter-
mined by many small banks (not simply those con-
sidered “too big”), what role does government policy 
play? More particularly, how does the presence or 
absence of policy intervention through bailouts affect 
bank decisions and aggregate risk?

In a world without government intervention, if 
banks are at all risk-averse, they will each invest half 
their funds in a large number of New York mortgages 
and the other half in a large number of Florida mort-
gages. This ensures that each bank makes a return of 
$1.35 (= 90 percent of $1.50) per dollar invested if 
there is no housing collapse and $1.20 (= 80 percent of 
$1.50) per investment dollar if either Florida or New 
York suffers a housing collapse. Investing in any other 
proportion is a “mean preserving spread,” something 
that risk-averse entities, by definition, avoid if costless 
to do so, as is the case here.

Regardless of the fraction invested in each state, 
if there is no collapse, a bank’s return is $1.35 (= 90 
percent of $1.50) per dollar invested. And if there is 
a collapse—in either New York or Florida—investing 
half in each market ensures $1.20 (= 80 percent of 
$1.50 return per dollar). Investing any other propor-
tion introduces further risk to the bank because then 
its mean return stays constant, but its return when ei-
ther New York’s or Florida’s housing market collapses 
depends on which occurs.

Now introduce government bailouts. In particular, 
assume that if 25 percent or fewer mortgages fail, this 
is considered by government to be within the range of 
“nonemergency” states of the economy, and thus poli-

cymakers do nothing. But if more than 25 percent of 
mortgages fail, the government declares a financial cri-
sis, triggering a bailout of all failed mortgages, possibly 
using lump-sum taxes on banks to fund these bailouts.

Again we ask, what will banks do? Unlike the situ-
ation without bailouts, now what makes sense for a 
particular bank to do depends on what other banks do.

First, suppose all (or almost all) banks invest half 
their funds in each state, as is the case without the 
possibility of bailouts. In this case, at most 20 percent 
of mortgages will fail; thus, a government bailout 
will never occur. Given no possibility of bailouts, any 
particular bank should invest 50-50 as well. Thus, all 
banks investing half in each state is a set of mutually 
reinforcing behaviors—an equilibrium.

But with a bailout policy in place, there are two 
other equilibria as well: one in which all banks invest 
only in New York and one in which all banks invest 
only in Florida. To see this, suppose a bank sees all 
(or almost all) other banks investing all their funds in 
New York. Does that bank profit from investing all in 
New York as well? If so, then all banks investing only 
in New York is a set of mutually reinforcing behaviors.

And it indeed does make sense for each bank to 
invest all in New York if all the other banks are doing 
so. To see this, consider what happens, scenario by 
scenario, to a bank that “goes along with the herd” 
and invests all in New York when all other banks are 
doing so versus a bank that doesn’t go along with herd 
(and invests 50-50 in each state), again when all other 
banks invest only in New York.

If no housing collapse happens in either state, it 
makes no difference whether this bank goes along 
with the herd or not. It gets a return of $1.50 on 90 
percent of its mortgages regardless of where they are.

Next, if the New York housing market collapses, 
30 percent of all mortgages will fail, triggering, by 
assumption, a government bailout of all mortgages. 
Thus, in the “New York collapse” scenario, it also 
makes no difference whether this particular bank 
goes along with the herd or not. Its profits are $1.50 



The Region

december 2014  9

per dollar invested (since all failing mortgages are 
paid off by the government) less a bailout tax, again, 
regardless of which states the mortgages are in.

Finally, if a housing collapse occurs in Florida, the 
50-50 strategy returns a lower amount than investing 
all in New York, since 20 percent of the bank’s mort-
gages fail versus 10 percent if the bank had invested 
only in New York.

Thus, in two scenarios (no collapse and a New York 
collapse), it makes no difference whether a bank goes 
with the herd or not, and in the remaining scenario (a 
collapse in Florida), a bank is strictly better off hav-
ing gone with the herd. Since banks must choose how 
to invest before they know which scenario occurs, it 
makes financial sense for each bank to invest only in 
New York if all other banks do so as well. (Symmetri-
cally, there is also an equilibrium where all banks in-
vest only in Florida.)

Note here that these two “extra” equilibria—all 
banks investing only in New York mortgages and all 
banks investing only in Florida mortgages—exist only 
because of the anticipation of bailouts. The anticipa-
tion of bailouts causes a financial fragility due to the 
coordinated behavior of small banks that would not 
exist otherwise.

Conclusion
In this paper, we have argued that the anticipation 
of bailouts creates incentives for banks to herd. This 
herding behavior makes bailouts more likely and cri-
ses more severe. Analyses of bailouts and moral haz-
ard problems that focus exclusively on size are there-
fore misguided, in our view, and the policy conclusion 
that limits on bank size can effectively solve moral 
hazard problems is unwarranted.

Endnotes
1 Attributed to John Ray, English naturalist and botanist. Poet 
and dramatist Christopher Marlowe is also cited as a source 
through his use of a similar Latin phrase, Solamen miseris 
socios habuisse doloris. Doctor Faustus, Sc. 5.
2 This calculation is the sum of a 90 percent chance of no col-
lapse (and thus a 90 percent repayment rate) plus the 10 per-
cent probability of an 80 percent repayment rate, where the 80 
percent repayment rate is the result of averaging a 20 percent 
default rate over the total investment since both New York 
and Florida face 30 percent default rates if their market col-
lapses but just 10 percent default if their state market remains 
healthy. That is, $1.335 = 1.5* (.9*.9+.1*.8).
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Raj Chetty wrote an essay in high school that questioned assumptions and con-

clusions in Time on the Cross by Robert Fogel, a Nobel laureate in economics. As 

a Harvard freshman, he sent it to the eminent economist Martin Feldstein, asking 

to be his research assistant. Impressed, and though he rarely picked freshmen, Feldstein 

gave Chetty the position.

Good choice. Chetty excelled in economics, graduating summa cum laude in three years 

and completing his Ph.D. in another three. He taught at Berkeley from 2003 to 2009; then 

he returned to Harvard as one of the youngest tenured professors in the university’s history.

Chetty’s research is characterized by uncommon insight, powerful analysis and a refusal 

to accept conventional theories at face value. His specialty is public economics, and his work 

“has transformed the field,” observed Feldstein in honoring Chetty as the 2013 John Bates 

Clark medalist—at 33, one of the youngest recipients ever for the award, given to the 

American economist under 40 judged to have made the most significant contribution to 

economic thought and knowledge. 

Chetty has focused primarily on social insurance and taxation, and more recently 

education and income mobility, but he’s made important contributions in risk aversion, 

interest rates and corporate investment, and a variety of methodological issues. 

Honors (and they are many) haven’t distracted Chetty from a deep and rigorous re-

search agenda. He picks crucial questions, collaborates generously, improves theory, uses 

novel methods (often with massive databases) and ultimately distills his findings clearly for 

very distinct audiences: fellow economists, policymakers and the general public.

In the following Region conversation, Chetty explores work on income mobility, education, 

labor supply, taxation and a range of other topics, providing solid evidence for the Clark award 

statement referring to him as “arguably the best applied microeconomist of his generation.”
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TEACHER QUALITY

Region: I’d like to begin with your re-
search on teacher quality that found 
such substantial long-term impact on 
student outcomes. Can you tell us a bit 
about your research approach, your find-
ings and perhaps your testimony in the 
California court case?

Chetty: Certainly. With John Friedman 
and Jonah Rockoff, I’ve looked at the 
long-term impacts of teachers on student 
achievement and students’ long-term 
success. We studied that question by 
taking advantage of incredible new data 
sets—and that approach is basically part 
of the larger theme of my recent work, 
which brings “big data” to bear on public 
policy questions. In much the same way 
that Google and Amazon use very large 
data sets to improve the quality of the 
products they offer, we are trying to use 
large data sets to improve public policy 
decisions. 

In the context of teacher quality, we 
were focused on one very important is-
sue in education that’s receiving a lot of 
attention in the current policy debate: 
How can we measure and improve, pos-
sibly, the quality of teachers in public 
schools in America? We tackled that 
question by getting data from one of 
the biggest urban school districts in the 
United States, on 2½ million children 
over a 20-year period, during which they 
wrote 18 million tests.

We take that data, which tells us how 
students did in math and English, what 
teachers they had, which classrooms 
they were assigned to and so forth, and 
link that to administrative records from 
tax returns and social security databases 
on students’ earnings, college attendance 
outcomes and various other markers of 
success later in life. So, essentially, the 
type of question we are able to ask is, 
how did the third-grade teacher that you 
had affect your success 25 years later? 

We’re ultimately interested in evalu-
ating the long-term impacts of teacher 
quality, but the first step in that analysis 

is to define a way of measuring teacher 
quality. One measure that has received 
a lot of attention recently is what are 
called “value-added measures.” The basic 
concept of measuring a teacher’s value-
added is quite simple, although there are 
various technical issues to be worked out. 
The idea is to use changes in test scores 
as a measure of teacher quality. For in-
stance, if you are a fourth-grade teacher, 
we take your students’ test scores at the 
end of fourth grade and subtract their 
test scores at the beginning of fourth 
grade. The average change is essentially 
what we call the teacher’s value-added.

Region: And across the entire database, 
that’s using a standardized test, not each 
teacher’s pop quizzes or exams.

Chetty: Right, using standardized tests 
administered at the city or state level so 
that everybody is measured on the same 
scale. There’s been a very controver-
sial debate about the use of these mea-
sures for two main reasons. First, quite 
naturally, people are concerned that test 
scores might not be a very good measure 
of teacher quality. Maybe some teach-
ers are really great teachers who inspire 
their students to succeed in the long run, 
but that doesn’t show up on a standard-
ized math test. 

Another important concern is that 
these measures may not be picking up 
the causal effects of teachers. Rather, 
they may be picking up something about 
which types of students a teacher is as-
signed. This gets to the idea that value-
added estimates may be statistically bi-
ased. This is potentially quite important 
because if you are a teacher who is as-
signed students who are doing really 
well and gets rated as a high value-added 
teacher, and I get a worse draw on the 
students and I am rated a low value-
added teacher, we might be equally good 
teachers, but I might end up losing my 
job or not getting a promotion just be-
cause of the mix of students I happen to 
get. So it’s very important to figure out 
how much bias there is.

In light of these concerns, we set out 
to answer two questions with our data. 
First, how much bias is there in value-
added estimates? And second, do they 
really pick up something on a teacher’s 
long-term impacts, or are they just pick-
ing up who is good at teaching to the test 
and who’s not?

In a nutshell, we basically conclude, 
first, that value-added measures large-
ly capture the causal effect of teachers 
rather than differences in the types of 
students they get. That is, a child who 
is randomly assigned to a teacher who 
is high value-added rather than low 
value-added will end up having higher 
test scores at the end of the school year. 
Of course, this result only establishes 
that some teachers are able to raise test 
scores more effectively than others; it is 
not clear whether this is driven by teach-
ing to the test or “deep learning” that has 
persistent benefits.

So we then move on to our second 
question: If you’re assigned a high value-
added teacher in third grade—that is, the 
teacher who is systematically improving 
test scores—and I happen to get a low 
value-added teacher, does that impact 
last? Are you, in fact, doing better many 
years later, or are we both doing as well 
as each other?

The prior literature in education 
would lead us to think that these impacts 
are not that long lasting. Many studies 
have shown that test score gains tend to 
“fade out” over time. What that means is 
that if a child is assigned to a better teach-
er in third grade, we see her doing bet-
ter on third grade tests, but a lot of that 
gain shrinks by the end of fourth grade 
and virtually disappears by fifth or sixth 
grade. Based on that evidence, you might 
have thought, well, by the time we’re 
looking at people’s earnings years later, 
so many other things have happened in 
their lives, and we’re not really going to 
find a meaningful effect of these teachers.

Region: That dissipation has even been 
found in the early childhood research, I 
think.
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Chetty: Exactly, that’s a generic pattern 
found in studies of early childhood in-
terventions: the Perry Preschool study, 
Head Start, et cetera. And so going into 
this work, our prior assumption was we 
might find something, but more likely 
we might not find any lasting impact, 
which would also be useful to know. So 
we were very curious to look at the data. 

Much to our surprise, it immediately 
became evident that students who were 
assigned to high value-added teach-
ers showed substantially larger gains in 
terms of earnings, college attendance 
rates, significantly lower teenage birth 
rates; they lived in better neighborhoods 
as adults; they had higher levels of retire-
ment savings. Across a broad spectrum 
of outcomes, there were quite substantial 
and meaningful impacts on children’s 
long-term success, despite seeing the 
same fade-out pattern for test scores.

Region: No wonder this research has 
received so much public attention and 
criticism.

Chetty: Yes. The study received quite a 
bit of attention in the media and in the 
policy debate and ultimately in the legal 
realm, where a lot of these issues are cur-
rently being contested.

Region: As in Vergara versus California, 
where you testified. What were the issues 
there? 

Chetty: Yes, one of the places where this 
played out was in a lawsuit in California 
called Vergara versus California, in which 
I was an expert witness for the plaintiff. 
That case was partly motivated by the 
findings in this study, but focused on a 
slightly different issue: on whether teach-
ers should be granted tenure, and in what 
manner and how long they should be giv-
en for evaluation before tenure was grant-
ed. There was a complex set of issues at 
play in that legal decision beyond the par-
ticular issues surrounding value-added.

But the fact that emerges from this 
study—that we are able to measure 

teacher quality at a relatively early stage 
using test score data and are able to iden-
tify teachers who have long-lasting im-
pacts on students’ achievement and later 
outcomes—is important for the Vergara 
decision. It shows that teachers matter 
and that teachers vary in effectiveness, so 
implementing policies that keep better 
teachers in school districts might actual-
ly have a meaningful impact on students’ 
outcomes, which was a core argument in 
the lawsuit. 

U.S. INCOME MOBILITY

Region: Another body of your very recent 
work that’s received a lot of attention is 
that on U.S. income mobility. You found 
both that U.S. intergenerational income 
mobility hasn’t changed very much over 
the past 40 years or so, but that it does dif-
fer substantially across the U.S., evidently 
due to impact of several factors: residen-
tial segregation, social capital, income in-
equality, primary school quality and fam-
ily stability. I hope that’s a fair synopsis. 
Would you elaborate on that work?

Chetty: A lot of my current research, the 
education work being one example, is 
focused on understanding how we can 
improve outcomes for disadvantaged 
youth. In my view, the bigger-picture 
question here is how all these factors can 
contribute to intergenerational (or so-
cial) mobility. One of the core ideals, I 
think, of American society—and in some 
ways, the reason my own parents came 
to the U.S. like many other immigrants, 
in search of the American dream—is 
the idea that no matter what your back-
ground, you have a great chance of suc-
ceeding in America and of moving up in 
the income distribution relative to where 
you started. Our education research tries 
to approach that from one particular an-
gle, as one factor that might matter.

More recently, we’ve been studying 
the level of social mobility in the United 
States from a broader lens. How has in-
tergenerational mobility changed over 
time in America, and how does it vary 

If you’re assigned a high 
value-added teacher in third 

grade—that is, the teacher who 
is systematically improving test 
scores ... does that impact last? 

Much to our surprise, it 
immediately became evident 
that students who were assigned 
to high value-added teachers 
showed substantially larger gains 
in terms of earnings, college 
attendance rates, significantly 
lower teenage birth rates; they 
lived in better neighborhoods 
as adults; they had higher levels 
of retirement savings.

ON TEACHER QUALIT Y



The Region

14DECEMBER 2014

ON U.S. INCOME MOBILIT Y

While we’ve identified some potential factors that are good predictors 
of differences in mobility ...  what we need to do to improve upward 

mobility in the United States is much less clear. 
One of the intriguing preliminary findings from this work is that … every 

extra year you spend in a better environment, your own outcomes improve and 
converge to the outcomes of the prior residents.
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across places within the U.S.? There’s a 
popular conception that the U.S. once 
was a great land of opportunity and 
that that’s no longer true today. Unfor-
tunately, we’ve had relatively little data 
to actually be able to study the degree 
of social mobility systematically in the 
United States, so it is has been hard to 
know whether this conception is accu-
rate or not. 

When we actually looked at the data 
over the past 30 to 40 years or so—a pe-
riod for which we have good informa-
tion from de-identified tax returns on 
children’s parents’ income as well as their 
own income—we find that, much to our 
surprise, there isn’t that much of a dif-
ference in social mobility in the United 
States today relative to kids who were en-
tering the labor force in, say, the 1970s or 
1980s. That is, children’s odds of moving 
up or down in the income distribution 
relative to their parents have not changed 
a whole lot in the past few decades.

We find that where there is much 
more variation is across space rather 
than over time. So the big story is that it’s 
not that things are changing over time 
necessarily, but rather that some places 
have, and have always had, much higher 
levels of social mobility than others in 
the United States.

To take one example, let’s focus on a 
simple statistic: the odds of moving from 
the bottom fifth of the U.S. income dis-
tribution to the top fifth, so kind of a 
Horatio Alger story of leaping from the 
bottom to the top. In the U.S. as a whole, 
your odds of moving from the bottom 
fifth to the top fifth are 7½ percent. That 
compares with about 11 percent in Den-
mark and 13 percent in Canada. 

All of those numbers might seem 
pretty small at first glance, but you have 
to remember that you can’t have more 
than 20 percent of people in the top 20 
percent. And so the fact that Canada is 
at 13 percent means that Canada actually 
has quite a high level of social mobility 
relative to the 7½ percent in the U.S. It 
says that a child’s odds of achieving the 
“American dream,” in some sense, are 

twice as high if she is growing up in Can-
ada rather than in the U.S. 

Those cross-country comparisons 
draw a lot of interest, but they are difficult 
to interpret because there are many dif-
ferences across countries, starting from 
the fact that the income distribution is 
much more compressed in Canada and 
Denmark than in the U.S. (making it eas-
ier to climb from the bottom fifth to the 
top fifth there than in the U.S.). What’s 
more striking and informative, in my 
view, is that there is actually even more 
variation in your odds of moving from 
the bottom to the top, within the United 
States than among countries.

For example, for children growing 
up in places like Salt Lake City, Utah, or 
San Jose, California, the odds of mov-
ing from the bottom fifth of the national 
income distribution to the top fifth are 
more than 12 percent or even 14 percent 
in some cases, more than virtually any 
other developed country for which we 
have data. 

In contrast, in cities like Charlotte, 
North Carolina, Atlanta, Georgia, or 
Indianapolis, Indiana, a child’s odds of 
moving from the bottom fifth to the top 
fifth are less than 5 percent—less than 
any developed country for which we 
currently have data.

Within the United States, there’s this 
incredible spectrum of variation in social 
mobility, which means that we shouldn’t 
really think of social mobility purely at 
the national level. Is the U.S. the land 
of opportunity or not? That question 
doesn’t really have a clear answer. Rather, 
we need to think about it at a much more 
local level and try to understand why 
some places have much more mobility 
than others and what we can do about it

.
Region: You looked at many possible cor-
relates with levels of mobility and identi-
fied those five that I mentioned earlier. 
What really are the implications of corre-
lates, per se, in this instance? And where 
are you and your colleagues headed with 
this research now? What are the key 
questions that still need to be addressed?

Chetty: Right. We’ve identified a set of 
correlates which you mentioned, things 
like school quality, social capital and so 
forth, that are correlated with differences 
in mobility across areas. But I want to 
stress that that does not mean that those 
are the causal determinants of differenc-
es in mobility. 

To take one example, consider social 
capital, the idea that the social cohe-
siveness in a community matters. That 
idea was popularized by my colleague, 
Bob Putnam, who wrote a famous book 
called Bowling Alone. The title comes 
from one of the ways in which Putnam 
measures social capital: the number of 
bowling alleys in an area. 

I was actually amazed to find in our 
own data that the number of bowling al-
leys is strongly correlated with differenc-
es in upward mobility across areas. But 
that, I think, nicely highlights the point 
that these are correlations rather than 
causal effects, because I’m pretty sure the 
policy lesson here is not that we should 
be building more bowling alleys to try to 
improve social mobility in the U.S.

The point is that while we’ve identi-
fied some potential factors that are good 
predictors of differences in mobility, 
what that means in terms of what we 
need to do to improve upward mobility 
in the United States is much less clear. 

That’s exactly where I think this re-
search needs to go and where my col-
leagues and I are now working. One set 
of studies currently under way is looking 
at families that move across areas. We’re 
studying 20 million families that moved 
with their kids between metro areas of 
the United States. We ask if you move, 
say, as a 5-year-old, from Atlanta to Salt 
Lake City, do your outcomes improve? 
Do you look more like the kids who 
grew up in Salt Lake City and did really 
well? And secondly, how does that play 
out, depending upon when you moved? 
If you moved when you were 10 years old 
or 15 years old, rather than as a 5-year-
old, do you get less of the benefit?

One of the intriguing preliminary 
findings from this work is that there’s a 
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linear “exposure effect.” Every extra year 
you spend in a better environment, your 
own outcomes improve and converge 
to the outcomes of the prior residents. 
This type of evidence strongly suggests 
that the differences in upward mobility 
across places are actually a causal effect 
of growing up in, say, Salt Lake City rath-
er than Atlanta, as opposed to just differ-
ences in the types of people who live in 
Salt Lake City versus Atlanta. 

It’s that type of work that we think 
will help us move toward characterizing 
the causal effects of each place and, ulti-
mately, toward understanding what one 
might actually be able to change in a city 
like Atlanta to improve mobility.

Region: Have you looked at how this 
might relate to the phenomenon of brain 
drain? You used “commuting zones” as 
your geographic unit in this research, 
and I wonder if you’d find that within 
some of those zones there’s a lot of brain 
drain in the sense of the “best and bright-
est” moving from small towns to larger 
cities to find better-paying jobs. In Min-
nesota, for example, St. Cloud has high 
income mobility, and it’s common for St. 
Cloud natives to migrate to the Twin Cit-
ies. Do you think this might play a role 
in intergenerational mobility patterns? 
(See the October 2014 fedgazette online 
at minneapolisfed.org.)

Chetty: Brain drain does appear to be an 
important factor, particularly in rural ar-
eas. One of the striking patterns in the 
data is that some rural areas exhibit very 
high levels of upward mobility—namely, 
the Great Plains, places like Iowa and ru-
ral Minnesota and so forth.

What’s particularly remarkable about 
these places is that they suffer from, as 
you put it, a brain drain effect, where the 
talented kids who are doing really well 
end up leaving those areas and moving 
to Minneapolis, Chicago or New York, 
where they’re earning high incomes and 
they’re very successful. But what that 
means is the talent pool of the people who 
are left in that area is reduced, yet it seems 

like cohort after cohort, these places con-
tinue to produce very good outcomes. 

That again suggests to me that it’s 
something about the institutions, the 
structure of those places, that’s leading to 
these excellent outcomes, and not merely 
the types of people who live there.

SALIENCE OF TAXES

Region: Let’s shift entirely to some re-
search that has not gotten the same level 
of public attention as the two we’ve dis-
cussed—though I believe it’s your most 
cited article in professional literature—
on salience of taxes. You’ve showed that 
people’s awareness of sales tax signifi-
cantly affects their purchasing behavior; 
you used two empirical experiments 
or data sets, one on beer and the other 
about grocery store sales. Can you tell us 
a bit about both findings and what impli-
cations they have for public finance?

Chetty: Sure. One of my long-standing 
interests has been in bringing behavioral 
economics—insights from psychology 
and economics—to bear on public pol-
icy issues. One of the central assump-
tions when I was in graduate school 
that we made in all of our courses and 
most of the papers we read is that people 
were fully aware of and optimized per-
fectly with respect to very complicated 
tax schedules, welfare policies and so 
forth. From introspection and from talk-
ing with friends and family, my instinct 
was that that doesn’t really seem like an 
accurate description of behavior and at-
tention for most people outside the eco-
nomics department. 

In order to test the assumption that 
people optimize perfectly with respect 
to taxes and quantify how large any de-
viations from it might be, we set about 
doing some very simple experiments. We 
first worked with a grocery store, where 
we decided to test the idea that people are 
paying attention to sales taxes when they 
purchase products. For example, if you 
go to a grocery store and you buy some-
thing like a hair brush (a product that’s 

This finding suggests that 
the salient tax, the one that’s 

included in the price that people 
focus on, has a much larger effect 
than the nonsalient tax that 
people may not have in mind. 

These results show that even 
for simple sales taxes, people 
don’t really seem to be paying 
attention. This suggests that for 
much more complicated taxes, 
such as income taxes ... these 
issues are likely to be all the 
more severe.

ON SALIENCE OF TAXES
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not edible and hence is generally subject 
to sales tax), the price you see quoted on 
the shelf in the United States doesn’t in-
clude that tax of, say, 5 to 9 percent that 
you might pay at the register when you 
actually pay your bill. How does that af-
fect purchasing behavior?

The classic economic model assumes 
that everyone is taking into account the 
sales tax when deciding what to buy. To 
test that assumption, we took 1,000 prod-
ucts in the grocery store, such as cosmet-
ics and hair care accessories and so forth. 
You might ask, why pick that unusual set 
of products? The reason is that when we 
approached the grocery store manager 
and said, “We want to do an experiment 
that we think will show that people aren’t 
taking taxes into account,” he said, “I ab-
solutely believe your hypothesis that this 
is going to reduce sales and there’s no 
way I’m going to let you do it with all the 
taxable products in the store.” So that’s 
why we concentrated on this particular 
subset of products.

Our experimental intervention was to 
post the tax-inclusive price of the good. 
So if, for example, a lipstick was selling 
for $5.99, we added a tag saying $5.99 
plus California Sales Tax = $6.73. The 
standard economic model would say 
that this intervention should have had 
no impact. Under the standard model, 
consumers already knew they were pay-
ing this tax, and we were not giving them 
any new information. 

In contrast with this prediction, 
when we looked at the data, we found 
that there were clear reductions in sales 
of the products we tagged with the tax 
information relative to other products 
and other stores where we had not done 
this intervention. That’s one piece of evi-
dence suggesting that providing salient 
information on tax rates does, in fact, 
seem to affect the behavior.

A concern with the experimental 
strategy is that we introduced something 
artificial in the environment. Any ex-
periment like this has the concern that 
we might be seeing an effect not because 
of the information we provided, but be-

cause we’re doing something really un-
usual. Consumers come into this aisle 
of the store and see a thousand tags that 
they’ve never seen before. Maybe they 
just think, “This is kind of confusing, I 
don’t understand what’s going on and 
I’m not going to buy any of these prod-
ucts this week.” In this case, we are go-
ing to see a reduction in demand, but it 
might not be because of the tax informa-
tion effect that we’re really after.

To complement that experiment in 
the grocery store, we conducted a second 
study that doesn’t suffer from that prob-
lem. We used existing data, and we basi-
cally compared the effect of tax changes 
to the effect of price changes. We do this 
is by focusing on one particular good—
beer—because alcohol has a very useful 
property: It’s subject to two taxes. One 
is an excise tax, and it’s included in the 
price that you see on the shelf or on a res-
taurant menu. And then there’s the sales 
tax, which is added later at the register. 

The standard economic theory tells 
us that raising the sales tax or the excise 
tax by an equivalent amount should have 
the same effect on alcohol consumption 
because it doesn’t matter to the consum-
er—either way you’re paying the same 
amount. 

We test that prediction by using 
changes that states have implemented 
over time in excise and sales tax rates, and 
we look at how such changes affect beer 
sales. We find that the tax that’s includ-
ed in the price, the excise tax, has much 
larger effects, five or 10 times as big, as a 
sales tax change of an equivalent amount. 
Once again, this finding suggests that the 
salient tax, the one that’s included in the 
price that people focus on, has a much 
larger effect than the nonsalient tax that 
people may not have in mind. 

These results show that even for sim-
ple sales taxes, people don’t really seem 
to be paying attention. This suggests that 
for much more complicated taxes, such 
as income taxes, capital gains taxes, es-
tate taxes—things that people might not 
even fully understand—these issues are 
likely to be all the more severe. 

The policy implications of this re-
sult, which have since been developed 
in many subsequent papers by various 
others, are basically that when we think 
about designing income tax systems, we 
shouldn’t make the assumption that ev-
erybody’s paying attention to every pro-
vision of the income tax code. We need 
to take into account the fact that lots of 
people might completely ignore some of 
the incentives. This has important impli-
cations in a variety of domains.

For instance, trying to increase the 
amount that people save for retirement is 
a common policy goal. We spend about 
$100 billion a year in the U.S. to encour-
age saving by providing subsidies for re-
tirement savings accounts. If people don’t 
understand those incentives and don’t pay 
attention to them, we basically are spend-
ing money without any bang for our 
buck. If we are trying to change behavior, 
it is important to use salient incentives 
that people actually see and understand 
rather than just focusing on the dollars 
and cents. The way in which policies are 
framed might be just as important as the 
amount we’re spending on them.

LABOR SUPPLY AND                      
UNEMPLOYMENT INSURANCE

Region: I’ll come back to your research 
on retirement subsidies, but first I’d 
like to discuss earlier work on labor 
supply and unemployment insurance, 
published in a 2008 Journal of Political 
Economy article. You looked at the ex-
tent to which the inverse relationship 
between labor supplied by workers and 
the level of unemployment insurance is 
due to so-called moral hazard—that is, 
the disincentive to work effort created 
by insurance. You found that liquidity 
constraints also play a major role. Would 
you tell us more about that research?

Chetty: A well-established fact in the lit-
erature on unemployment insurance is 
that when you provide people higher lev-
els of unemployment benefits, they take 
more time out of work and you drive up 
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I found that the effects of unemployment benefits on unemployment durations 
were much larger for liquidity-constrained individuals than non-liquidity-

constrained individuals, suggesting that liquidity effects are quite important. 
Having a relatively generous unemployment benefit system, somewhere along 

the lines of what we have in the U.S. today, might actually be desirable. The 
moral hazard costs are not as large as economists previously thought.

ON LAB OR SUP P LY AND UNEMPLOYMENT INSURANCE
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unemployment rates. Traditionally, that’s 
thought to be driven by a moral hazard 
effect, as you say, meaning that when I 
get higher unemployment benefits, my 
effective wage from returning to work is 
lower because I lose those higher levels 
of benefits when I find a new job. So, my 
incentive to find a job is essentially re-
duced, creating so-called moral hazard.

In this study, I thought about a differ-
ent effect that might drive the relation-
ship between unemployment benefits 
and labor supply, which I call a liquidity 
effect. It’s just the idea that if you have 
more cash on hand while you’re unem-
ployed, you can take longer to find the 
job that suits your skills best, for exam-
ple. Or from a different perspective, if 
you have a very low level of unemploy-
ment benefits and very little cash in your 
savings account, you might need to take 
the first job you can get in order to put 
food on the table and feed the family. 

This effect suggests that we might see 
a relationship between the level of bene-
fits and how quickly people find jobs not 
because people are thinking that the in-
centive to find a job has changed, a price 
effect, but rather because they cannot 
“afford” to search for the right job.

To evaluate the relative importance 
of liquidity effects vs. moral hazard ef-
fects, I looked at variation across people 
in terms of the amount of money they 
have in the bank when they lose their 
job. Some people happen to lose their 
job at times when they have essentially 
no assets so they’re really liquidity-
constrained. Other people have a few 
thousand dollars of savings when they 
lose their job and so they’re not quite as 
pressed to find a job immediately.

If the relationship between unem-
ployment benefits and unemployment 
rates is driven purely by moral hazard, 
we would expect to see that moral haz-
ard effect, both for the people who have 
significant assets in their bank accounts 
and for the people who don’t, because 
everyone’s incentives are being distorted 
by insurance. If, in contrast, the liquid-
ity effects are very important, we would 

expect to see unemployment benefits 
having a bigger effect on the liquidity-
constrained individuals relative to the 
people who have assets when they lost 
their job.

In the data, I found that the effects of 
unemployment benefits on unemploy-
ment durations were much larger for 
liquidity-constrained individuals than 
non-liquidity-constrained individuals, 
suggesting that liquidity effects are quite 
important. Based on this and related 
analysis, I end up concluding that some-
thing like two-thirds of the relationship 
between unemployment benefits and 
unemployment rates, is actually due to a 
liquidity effect, rather than a distortion-
ary moral hazard effect. 

That result has implications for how 
you want to set the level of unemploy-
ment benefits. If the moral hazard effects 
are extremely large, then we are hurting 
the economy by having a high level of 
unemployment benefits and one would 
want to scale them back. If the liquid-
ity effects are important, then we’re pro-
viding a benefit while people are out of 
work and so having benefits is actually 
useful. I end up concluding that having a 
relatively generous unemployment ben-
efit system, somewhere along the lines 
of what we have in the U.S. today, might 
actually be desirable. The moral hazard 
costs are not as large as economists pre-
viously thought.

LABOR SUPPLY ELASTICITY

Region: Let me ask another question re-
lated to labor supply, about measurement 
of elasticity, or responsiveness of workers 
to changes in wage rates. There’s been a 
long-standing dispute, in a sense, be-
tween micro- and macroeconomists over 
the actual level of elasticity. Some macro-
economic models of business cycle fluc-
tuations depend on an elasticity level that 
microeconomic evidence can’t support. 

You’ve made some progress toward 
reconciliation here, but still it seems 
there’s a large gap when it comes to es-
timates of intertemporal or Frisch elas-

What creates this big 
difference between micro 

and macro estimates of elasticities? 
One important factor we think 

matters is that micro estimates 
of elasticities often are based on 
short-run changes in policies. 

Macro evidence in standard 
models still requires much larger 
elasticities than micro evidence 
suggests. 

A potential resolution is 
so-called labor wedge models or 
search-theoretic models of the 
labor market ... which say that 
something is wrong in the market, 
in a sense, that’s making it difficult 
for people to find jobs.

ON LAB OR SUPPLY ELASTICIT Y
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run, as I mentioned earlier.
That still leaves you with a substantial 

gap between what we’re finding in the 
micro data and in the macro data. The 
gap arises in particular on the extensive 
margin, that is, the fraction of people 
who choose to work when wage rates 
change. There’s a pretty good alignment 
between micro and macro evidence in 
terms of hours people work, conditional 
on working.

Region: So, there is general agreement on 
elasticity at the intensive margin, but not 
on the extensive. 

Chetty: Exactly. Alignment on the inten-
sive margin, but in terms of how many 
people choose to work—the extensive 
margin—macro evidence in standard 
models still requires much larger elastici-
ties than micro evidence suggests.

A potential resolution is so-called la-
bor wedge models or search-theoretic 
models of the labor market, which do 
not make the assumption that we’re at a 
market-clearing equilibrium in a reces-
sion. They’re basically disequilibrium 
models, which say that something is 
wrong in the market, in a sense, that’s 
making it difficult for people to find jobs. 
Stated differently, it’s not purely a choice 
of workers not to work when there’s a re-
cession. It fits with the intuitive idea that 
there’s involuntary unemployment: Lots 
of people are looking for jobs and want 
to work, but something in the economy 
is not working right, and there is poten-
tially room for policy intervention.

JOB MARKETS

Region: That leads us to the next ques-
tion I wanted to ask, about the health of 
current job markets. The very slow re-
bound of labor markets from the Great 
Recession has weighed heavily on work-
ers in both the United States and Europe. 
Policymakers have had little success in 
efforts to address that stagnation. Given 
the work that you’ve done on social in-
surance programs, labor supply elastic-

stand what creates this big difference 
between micro and macro estimates of 
elasticities. And we’ve made some prog-
ress, although as you correctly noted, we 
haven’t fully explained the gap in under-
standing the difference. 

One important factor that we think 
matters is that micro estimates of elastici-
ties often are based on short-run changes 
in policies. For instance, I might change 
tax rates by 10 percent next year. Is that 
going to affect the amount that you work 
substantially? Well, it might not because 
you might have to find a different job or 
go negotiate with your employer for a 
different pay package in order to do so. 
All of that might take quite a bit of time. 
That is, there are a lot of adjustment costs 
involved. Micro estimates of elasticities 
may get attenuated by such adjustment 
costs. This leads us to think that the esti-
mates might actually be a little bit bigger 
than suggested by the micro evidence. 

But on the other side, we think that 
some macro estimates, which suggest 
elasticities well above 1, are likely to 
be overstated because they’re driven by 
other omitted factors that are varying 
at the same time as the wage rate. For 
instance, consider differences across 
countries. Countries with higher tax 
rates have lower labor supply, not just 
because of the direct effect of the tax, 
but because there are many other things 
that are different across these countries. 
There are different labor structures, they 
have different social welfare programs 
and so forth.

Region: And some of the macro esti-
mates are considerably higher than 1. Ed 
Prescott’s research, for example, suggests 
a Frisch elasticity of about 3.

Chetty: Yes, I think that microeconomic 
evidence strongly suggests that it’s very 
hard to believe that the actual elastici-
ties are as large as 3, or even above 1. The 
elasticities are likely more like 0.5, and 
may be much smaller at business cycle 
frequencies because workers tend not to 
adjust their behavior rapidly in the short 

ticity on the extensive margin, people 
looking for jobs (as opposed to workers 
varying hours of labor supplied, the in-
tensive margin). Can you elaborate on 
your findings? You seem to find some 
support for the idea of labor wedges, 
which I think some Minneapolis Fed 
economists were glad to hear. Can you 
explain that a bit too?

Chetty: The concept of labor supply 
elasticity is fundamental in many parts 
of economics. It’s relevant in macro-
economics for understanding business 
cycles. The idea here is that if wage rates 
are higher during booms relative to re-
cessions, people might have less of an in-
centive to work in recessions relative to 
booms, which would affect the number 
of people participating in the labor force. 
That would create fluctuations in unem-
ployment rates and labor force participa-
tion rates if these elasticities are large. 

Macroeconomists have tradition-
ally thought that these elasticities have 
to be quite large in order to match the 
patterns we see over the business cycle 
in standard business cycle theories—
many of which were pioneered, in fact, 
in Minneapolis.

The problem is that if you go to the 
microeconomic level and try to directly 
estimate this elasticity, you find much 
smaller estimates. There have been hun-
dreds of studies over the past few de-
cades that essentially ask, “If I change a 
person’s wage rate by changing tax rates 
or their wage rates, how much do they 
actually change the amount they work?” 
The uniform finding of those studies is 
you get quite small elasticities, around 
0.1 or 0.2. That means that a 10 percent 
increase in the wage changes the amount 
that people work by something like 2 
percent, far too small to explain macro-
economic fluctuations in standard mod-
els of the business cycle that do not allow 
for what are called “labor wedges,” mar-
ket imperfections that make the econo-
my deviate from equilibrium. 

In some recent work I’ve done with 
various coauthors, we’ve tried to under-
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ON JOB MARKE TS

Social insurance programs 
and tax incentives are not the 

primary reason that we are not 
seeing a recovery. ... Other factors, 
like a shortfall in aggregate 
demand and the financial crisis, 
are more important in delaying 
a full recovery. 

It’s also very important to keep 
sight of the important long-term 
factors that are affecting the U.S. 
economy … related to education 
and the skill level of the U.S. 
economy in an increasingly 
globalized environment. 

ity and related areas, what’s your general 
sense of the major factors that are in-
volved in the slow recovery?

Chetty: It’s, of course, difficult to gauge 
exactly what’s driving the slow recovery 
at the macro level, but I think there are 
a host of complex factors involved. To 
begin, as we know from work by my col-
leagues Carmen Reinhart and Ken Rog-
off, recovering from any financial crisis 
historically has been a slow process, and 
it takes quite a bit of time for financial 
markets to recover and for the econo-
my to start functioning more normally. 
From this historical perspective, what we 
are seeing is not all that abnormal given 
what happened.

Importantly, I think factors like so-
cial insurance programs and tax incen-
tives are not the primary reason that we 
are not seeing a recovery. My best sense 
of the evidence, looking at the impacts 
of unemployment benefits and the nu-
merous studies that have been done 
on how they affect workers’ job search 
behavior, it’s not because we have—or 
had—fairly generous unemployment 
benefits that the recession has been pro-
longed. Other factors, like a shortfall 
in aggregate demand and the financial 
crisis, are more important in delaying a 
full recovery. 

I think it’s also very important to keep 
sight of the important long-term fac-
tors that are affecting the U.S. economy. 
This comes back to some of the issues 
we started out with related to education 
and the skill level of the U.S. economy in 
an increasingly globalized environment. 
Are U.S. workers adequately trained 
to be able to get jobs, not just coming 
out of this recession, but going forward 
more broadly? Are we going to see wage 
growth in the middle of the income dis-
tribution, which has really stagnated 
over the past few decades? In the U.S., I 
think a lot of the answers there have to 
do with long-term human capital invest-
ment and not just changes in incentives 
to work, which is what people have fo-
cused on, to some extent.

RETIREMENT SAVINGS PROGRAMS

Region: Earlier you touched on the work 
that you’ve done on retirement savings 
programs, and I’d like to come back to 
that now. You mentioned that in the 
United States, the government spends 
a great deal to encourage workers to 
save money through their retirement 
savings programs, but that it’s possible 
these subsidies may not be very effec-
tive and that some people might simply 
shift their savings from a taxable to a 
nontaxable account without increasing 
total savings—the so-called crowding 
out effect.

When we spoke with Richard Thaler 
last year (see the September 2013 Region 
online at minneapolisfed.org), he men-
tioned your work on this question and 
that you’d used Danish data sets to better 
understand it. Would you tell us about 
that study?

Chetty: Sure. What are some ways to 
encourage workers to save for retire-
ment? As I noted above, one approach 
is to subsidize retirement savings, which 
we do in the U.S., and many other de-
veloped countries do, in the form of 
tax-subsidized retirement savings ac-
counts—IRAs or 401(k)s. Basically, the 
idea is to make it cheaper to save for 
retirement and thereby try to encour-
age people to save more. That’s the way 
economists have traditionally thought 
about such problems: If you want to en-
courage more of an activity, reduce the 
price of that behavior.

A completely different approach, 
which is motivated by behavioral eco-
nomics and pioneered by people like 
Dick Thaler, David Laibson, Brigette 
Madrian and many others, is to exploit 
the fact that people don’t actually seem to 
pay much attention to things like saving 
for retirement. The idea is to use defaults 
or automatic enrollment to encourage 
people to save more for retirement. The 
way this might work is your employer 
might say, “We’re going to have an ‘opt-
out’ rather than ‘opt-in’ retirement sav-
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What are some ways to encourage workers to save for retirement? 
One approach is to subsidize retirement savings, in the form of 

tax-subsidized retirement savings accounts. 
A completely different approach ... is to use defaults or automatic enrollment 

to encourage people to save more for retirement. 
[The defaults] work on the 85 percent of the population who are not paying 

attention to the tax subsidies, the passive savers. So the default, in my view, is 
better than the tax subsidy for the goal of trying to raise savings. 

ON RETIREMENT SAVINGS PRO GRAMS
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ings program. When you come to work 
at our firm, the default option is going 
to be that we take 3 percent of your pay-
check and put it in your 401(k) account. 
You can opt out of that if you want.” 

Well, what we find empirically is 80 
percent of people do not opt out of that. 
They just go along with the default.

Region: So that’s the nudge, as Dick Thal-
er would call it.

Chetty: Right, that’s the idea of using a 
behavioral nudge to try to influence be-
havior. Now, the big question in this area 
has been, to what extent are we just shift-
ing the account in which people save? To 
what extent are these increases in sav-
ings in some accounts crowded out by 
reduced savings in other accounts, and 
to what extent are we actually raising to-
tal savings by implementing defaults in 
401(k) accounts? 

For example, when I default you into 
saving more in your 401(k) account, you 
might say, “OK, I don’t need to worry 
about saving as much, so I’m going to 
just run down my bank account balance 
a little bit more.” And that leaves us (as 
policymakers trying to encourage retire-
ment savings) in exactly the same place 
overall in terms of total savings, and we 
wouldn’t have really accomplished any-
thing. The same issue could arise with 
tax incentives. 

To tackle this question, in a recent 
study, we used excellent data from Den-
mark where we have information on the 
portfolios of the entire Danish popula-
tion. We look at a series of changes in 
Danish policy that changed tax incen-
tives for retirement savings. We also look 
at changes in defaults that firms imple-
ment for their workers and see how they 
affect workers’ savings, both in the re-
tirement accounts and in other accounts.

To summarize the findings, suppose 
we cap the 401(k) tax subsidy at a maxi-
mum rate of, say, 25 percent, the type of 
policy reform currently being discussed 
in the U.S. What effect would this reduc-
tion in the 401(k) subsidy have? It turns 

out that 85 percent of people, whom I’m 
going to call “passive” savers, totally ig-
nore this reform and don’t respond at all. 
Fifteen percent of people sharply reduce 
the amount they save in the 401(k) when 
the subsidy is reduced. But, critically, 
they take the money that they were sav-
ing there and just shift 95 percent of it to 
another account, thus leaving total sav-
ings almost unchanged. 

In light of this evidence, we think that 
401(k) and IRA subsidies are just induc-
ing a small number of active, tax-savvy 
savers to shift the money they would 
have saved elsewhere into tax-preferred 
retirement savings accounts.

Region: About 15 percent of people do 
this.

Chetty: Yes, 15 percent of the popula-
tion. In contrast, if you look at the de-
faults, they work on the 85 percent of the 
population who are not paying attention 
to the tax subsidies, the passive savers. 
What’s interesting about the default is, 
not only does it make you save more in 
the retirement account; it actually looks 
like people are not saving less in any 
other account. We can default people to 
save more in their employer pension and 
that just leads to roughly a one-for-one 
increase in total savings. There’s no evi-
dence of crowd-out in other accounts. So 
the default, in my view, is better than the 
tax subsidy for the goal of trying to raise 
savings. 

And that’s for three reasons. First, the 
default doesn’t cost tax revenue. That is, 
we don’t actually have to spend tax rev-
enue to implement the default, unlike 
the 401(k) subsidy. Second, the tax sub-
sidy induces some people to save more 
in retirement accounts, but most of that 
just comes from shifting; whereas, the 
default is actually inducing new saving. 
Third, if you think about whose savings 
you most want to increase, it’s the pas-
sive savers who are not paying attention 
to retirement and are going to end up 
retiring without having enough assets to 
sustain their retirement. The active sav-

ers who are financially savvy and paying 
attention to these tax incentives already 
have these retirement savings portfolios.

In the end, this really strikes me as 
a case where the insights from behav-
ioral economics—the types of issues one 
thinks about once one allows that people 
may not always be optimizing perfect-
ly—really point in quite a different direc-
tion in terms of policy.

RETURN TO INDIA?

Region: Our earlier discussion of brain 
drain and your parents moving here 
when you were about 9 from Delhi made 
me realize that you and your family are 
an example of the classic country-to-
country brain drain.

Chetty: Yes.

Region: Do you see yourself returning at 
some point to a research or a policymak-
ing role back in India, similar to what 
your father did as an economic adviser? 
Do you ever consider working there?

Chetty: Yes, certainly. I think that some 
of the most important challenges that 
the world faces are in developing coun-
tries like India and in Africa where the 
problems are very important, and I’ve 
certainly thought about working on 

I hope that the type of work that 
I’m doing here on education, on 

human behavior, on tax policy and 
so on has implications just as much 
for countries like India as it does 
the United States.

ON A RETURN TO INDIA
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those issues and also possibly trying to 
play a more direct role in that context. 

I hope that the type of work that I’m 
doing here on education, on human 
behavior, on tax policy and so on has 
implications just as much for countries 
like India as it does the United States. 
One of the advantages of working in 
the developed country context is that 
this is where we have great data and are 
able to make progress in obtaining em-
pirical insights that will hopefully ap-
ply more generally. 

At the moment, I find myself most 
excited about staying focused on do-
ing research, as opposed to becoming 
directly involved in the implementation 
of policy, which I think involves many 
complexities beyond the pure research 
findings, naturally. I’m happy that a lot 
of our research is playing an active role 
in policy debates, that people are citing 
it and making use of it to make more in-
formed and hopefully better decisions. I 
am hopeful that our research group will 
be able to continue to produce research 
findings that are highly relevant to the 
policy debate in the coming years.

—Douglas Clement
Sept. 24, 2014
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Guardian and custodian

While references to the Federal Reserve might conjure visions of an enormous vault full of gold coins and bars, the Fed doesn’t actually 
own gold bullion. But resting on Manhattan bedrock 80 feet below Wall Street, the Federal Reserve Bank of New York does indeed have 
a huge vault holding about 530,000 bars of bullion. The gold belongs to other central banks, foreign governments, the U.S. Treasury 
and official international bodies. The New York Fed maintains it as a financial service to those institutions, keeping the gold secure and  
carefully accounting for every ounce. The Fed even transfers bars physically among the vault’s 122 compartments when one owner 
transfers holdings to others.

Despite high security, the New York Fed does offer tours of the gold vault: newyorkfed.org/aboutthefed/visiting.html. A virtual tour 
is also available—if slightly less impressive—with photos of the vault and background information. Look, but don’t touch, at  
newyorkfed.org/aboutthefed/goldvault.html.

—Joe Mahon

V i r t u a l  F e d



Every spring, parents face the trial of choosing the 
school that their child will attend in the fall—the 
K-12 institution that they hope will provide a nur-
turing learning environment and pave the way for 
success in college and the working world.

Many public school systems allow families to 
take their pick of schools in the broad community, 
rather than assigning students to attend a school 
in their immediate neighborhood. The goal is to 
match children to schools that best meet their aca-
demic and social needs.

Because some schools are in higher demand 
than others, school districts have devised ways to 
distribute seats among students—school choice, or 
student assignment mechanisms. As in any meth-
od of allocating scarce resources, there are winners 
and losers: Some children are assigned to their 
preferred school, others are relegated to a school 
ranked lower on their choice list and some are re-
jected by all their desired schools.

The widespread adoption of student assign-
ment mechanisms in the United States and other 
countries has raised concerns about their efficiency 
and fairness. Economists who study these mecha-
nisms observe that they’re imperfect instruments; 
some designs are prone to manipulation and bias. 
To improve their chances of getting their children 
into an acceptable school, many parents hide their 
true school preferences—subverting the intent of 

school choice. And unsophisticated players—those 
with little education and low income, for example—
may be at a disadvantage in the school choice game. 

Much economic research over the past decade 
on what’s known as the school choice problem has 
relied on theory or laboratory experiments to try 
to understand the strategies of households and the 
outcomes of different, commonly used student as-
signment mechanisms. But these approaches can go 
only so far in revealing the flaws of current school 
choice mechanisms and suggesting improvements.

Recent research by Maia Güell, an economics pro-
fessor at the University of Edinburgh, and Caterina 
Calsamiglia, an associate professor at the Autonomous 
University of Barcelona, breaks new ground by 
using real-world data to analyze the issue of school 
choice.

In “The Illusion of School Choice: Empirical Evi-
dence from Barcelona” (Minneapolis Fed Working 
Paper 712, online at minneapolisfed.org), Güell—
who in July finished a one-year residency at the 
Minneapolis Fed—and Calsamiglia exploit a change 
in that city’s school administrative districts to gain 
fresh insight into student assignment mechanisms 
and their ramifications.

The results of their analysis upend the presump-
tion that most parents act on their preferences in 
picking schools. In the widely used school choice 
mechanism they study, school  assignment  is large-

Phil Davies
Senior Writer
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Gaming the (School) System
In a widely used school choice mechanism, 

parents avoid picking their favorite schools, opting instead 
for the low-risk choice of neighborhood schools
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ly determined by school district rules that induce 
parents to avoid the perceived risk of not enrolling 
their children in a school that is even minimally 
acceptable to them. To improve their odds of be-
ing allocated to an acceptable school, families sys-
tematically apply for schools in their neighborhood 
because the system’s rules give them priority in the 
local school. They make a “choice” as if they had no 
choice.

Just as college applicants include one school 
they’re confident will accept them, along with ap-
plying to less likely but more desirable colleges, par-
ents of elementary school children go for a “safe” 
option. “The fact that you’ve implemented a choice 
system doesn’t mean that people are going to actu-
ally choose,” Güell said in an interview.

This implies that in communities with such a 
system, the benefits of offering school choice are 
limited, because not all families exercise genuine 
choice.

The economists also discover a new, subtle form 
of inequity in the student assignment method used 
in Barcelona and many other cities: Not only does 
the system harm less-educated families unversed in 
the rules of the school choice game; it also benefits 
some better-educated—and likely richer—parents 
because they can take greater risks, thereby gaining 
increased access to the best public schools.

Take your choice
Traditionally, public schools have assigned children 
to neighborhood schools close to where they live. 
But over the past 30 years, many school districts 
in the United States and other developed countries 
have adopted school choice systems that expand ac-
cess beyond the neighborhood to other schools in 
the community or even outside it. (In 1987, Min-
nesota became the first U.S. state to authorize inter-
district school choice.)

By achieving a better fit between pupil and 
school in learning goals and teaching methods, for 
example, school choice is thought to contribute to 
academic success. Proponents say it also raises edu-
cational standards by fostering competition among 
schools. Educators consider school choice particu-
larly important for low-income households in areas 
with subpar schools. “There are inequalities in our 
society,” Güell said, “so we want the kid who was 

born in a poor neighborhood to be able to go to a 
school outside that neighborhood.” 

Capacity in each school is limited, requiring 
school districts to devise a means of fairly allocat-
ing seats in oversubscribed schools. In the typical 
student assignment mechanism, families submit a 
list of schools ranked according to preference. Then 
the school system applies a set of rules to those 
picks to determine how available seats are allotted 
to students.

The most common school choice mechanism 
in the United States is the “Boston mechanism,” 
named for the city that developed it after a 1974 
court ruling enforced desegregation in Boston’s 
public schools. Variants of this system have been 
used in Seattle, Denver, Minneapolis and other 
communities across the country.

Under the Boston mechanism, students who list 
a school as their first choice are assigned to that 
school, with priority given to students who meet 
certain criteria, such as having a sibling in the 
school or living nearby. Priority points are awarded 
based on these criteria, and ties in points are bro-
ken through a random lottery. If no seats are left in 
that school, rejected students are considered for the 
school they ranked second, but only after children 
who ranked it as their first choice are assigned. As 
in the first round, students with priority go to the 
front of the line. The same procedure plays out in 
subsequent rounds until all students are placed in 
a school.

Other matching methods used by school dis-
tricts include the “student deferred acceptance” 
mechanism, which makes tentative school assign-
ments and reconsiders them at each step in the se-
lection process based on students’ priority, and the 
“top trading cycles mechanism,” which allows stu-
dents with priority for a school to trade places with 
other students with equivalent priority.

Flawed mechanisms
These and other proposed assignment mechanisms 
have generated lively debate among researchers 
and educators and have fostered a new area of re-
search in what economists refer to as mechanism 
design theory. As explained by the Nobel com-
mittee that awarded its 2007 prize to pioneers in 
the field, mechanism design is “the art of produc-
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ing institutions that align individual incentives 
with overall social goals.” Put otherwise, it’s about 
structuring the rules of a game to achieve the best 
outcome. A branch of game theory, mechanism 
design has been applied to real-life problems such 
as allocating broadcast spectrum, filling intern 
slots at hospitals and allotting kidneys to waiting 
transplant recipients. 

School choice presents a similar challenge: iden-
tifying flaws in current assignment methods and 
finding ways to make them fairer, more efficient and 
less confusing for students and their parents.

There is no foolproof method; all systems cur-
rently used in schools have shortcomings, accord-
ing to the tenets of mechanism design. But the Bos-
ton mechanism has elicited the severest criticism by 
researchers.

In 2003, economists Atila Abdulkadiroğlu and 
Tayfun Sönmez published a seminal paper that re-
vealed inherent flaws in the mechanism. Their theo-
retical analysis shows that it encourages families to 
lie about their true school preferences and apply to 
schools that are less popular though acceptable, out 
of fear of being assigned to a truly bad school (in 
their view) if they’re rebuffed by their first-ranked 
school. This is inefficient, because students forgo at-
tending their preferred schools. And it puts families 
who state their true preferences—heedless of prior-
ity points—at a disadvantage.

After an article on the research appeared in the 
Boston Globe, the Boston school system reevalu-
ated its student assignment mechanism, ultimately 
replacing it with the student deferred acceptance 
method. Subsequent economic research has con-
firmed these faults in the Boston mechanism and 
found it inferior to other methods. 

Much of this research involves lab experiments 
that simulate various school mechanisms. For ex-
ample, a 2006 paper co-authored by Sönmez found 
that only about 20 percent of subjects in a controlled 
experiment stated their true school preferences under 
the Boston mechanism. A 2010 experimental study 
by Calsamiglia and other researchers showed that 
imposing a limit on the number of schools that par-
ticipants can list makes them more likely to try to ma-
nipulate the system by misstating their preferences.

Calsamiglia and Güell advance this line of re-
search into the empirical arena by using real-world 

data to analyze choices made by parents in Barce-
lona. Drawing upon detailed application, admission 
and enrollment data, the economists focus on the 
role of priority points in shaping school decisions 
under the Boston mechanism.

There goes the neighborhood
In communities that use the Boston mechanism, 
over three-quarters of households pick a school in 
their neighborhood as their number one choice. But 
do families pick nearby schools because they genu-
inely prefer them, or for some other reason, such as 
a perception that they stand a better chance of en-
tering those schools? Or, for families that can move 
to the neighborhood of their preferred school, are 
those motives intertwined?

Teasing out the truth empirically is no easy task. 
Simply observing the rankings families submit to 
the school district doesn’t reveal the motivations 
of families navigating the Boston mechanism; the 
strategies behind those selections are opaque. But 
changes in the way neighborhoods are defined in 
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the Barcelona public school system afforded an op-
portunity for Calsamiglia and Güell to lift the veil 
on the decision-making process.

The city of Barcelona has used the Boston mech-
anism to place children in public schools since the 
mid-1990s. In the spring of 2007, school system 
administrators redrew the city map, abolishing old 
neighborhoods and establishing smaller ones based 
on the distance to schools from residents’ homes.

The researchers were aware of the changes; Cal-
samiglia lives in Barcelona and Güell was an associ-
ate professor at Pompeu Fabra University in Barce-
lona before leaving to join the faculty at Edinburgh. 
Both immediately realized the implications for in-
vestigating school choice. As a result of the change 
in neighborhood definition, the set of schools for 
each family that were “safer”—that is, they con-
ferred more priority points than other schools, in-
creasing the odds of acceptance—also changed.

So “what was safe yesterday is not necessarily 
safe today, and what was not safe yesterday now 
becomes safe,” Güell said. Because the change oc-
curred right before the school application deadline, 
it also separated residential and school decisions; 
parents could not move to the neighborhood of 
their preferred school. 

By observing demand for different sets of schools 
before and after neighborhoods were redrawn, the 
economists hoped to determine which impulse—
genuine preference for a certain school or a desire 
for safety—is strongest under the rules of the Bos-
ton mechanism. “The key insight for us,” Güell said, 
“is that if parents choose according to their pref-
erences, the [change in neighborhood definition] 
should not change their preferences—they still pick 
their top-ranked school.”

However, if families seek to avoid risk, the 
changeup in neighborhoods should lead them to 
alter their behavior, opting for safer schools in their 
new neighborhoods.

To prove the matter, Calsamiglia and Güell 
needed school application and assignment data 
for Barcelona children who entered elementary 
school between 2005 and 2010. Home addresses 
of these children were also required, to chart the 
effect of shifting neighborhood boundaries on 
family decisions. Working with the school district 
administration to allay any privacy concerns, the 
researchers obtained a rich data set chronicling 

school choices made on behalf of over 77,000 chil-
dren in the Barcelona area. 

They were ready to investigate how parents, con-
strained by the rules of the Boston mechanism, play 
the school choice game. 

A rush to “safety”
The change in neighborhoods reshuffled the deck 
for Barcelona families, forcing them to rethink their 
school choices. Over 80 percent of households saw 
a change in the group of schools for which they had 
priority. For families living in the center of an old 
neighborhood, a new smaller neighborhood meant 
that many previously safer schools were no longer 
so. And some families living near the edge of an old 
neighborhood had new relatively safe schools to 
consider, because the new neighborhood included 
schools that previously lay outside it.

Calsamiglia and Güell map pupils’ addresses to 
tell which families applied to a school in their neigh-
borhood—thus qualifying for priority points—both 
before and after 2007. (Because children are gen-
erally assigned to a school only once, the analysis 
necessarily compares the choices of different house-
holds over time.) The researchers examine the top 
choice of families—the school ranked first on their 
application form.* If preferences are the main driv-
er of school choice, demand for various schools in 
the system should not change with new neighbor-
hood boundaries; in 2007 and in later years, parents 
should still apply to their favorite schools, regard-
less of location. 

In fact, the neighborhood reshuffle prompted 
a marked shift between 2006 and 2007 in the pro-
portion of families applying to different types of 
schools. Demand decreased for former neighbor-
hood schools that now lay outside the new neigh-
borhood and increased for schools once situated 
outside the neighborhood that now fell within the 
new neighborhood. From 2006 to 2007, the share of 
households that ranked first former nonneighbor-
hood schools that were redefined as neighborhood 
schools rose from 9 percent to 17 percent. Also, for 
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study applicants with older siblings in that school—almost 
half of the children in their database.
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families living in the center of the old neighbor-
hood, demand shifted from former neighborhood 
schools to schools that remained in the new neigh-
borhood.

These findings point to a rush to safe choice 
schools in 2007; families shunned schools that no 
longer gave them priority, choosing instead schools 
that gave neighborhood residents a better chance of 
admission. This suggests that student assignment 
under the Boston mechanism with priority points is 
to a large degree determined by these points, not by 
parents’ predilection for certain schools. “To sum 
up, we find evidence that families’ preferences play 
a limited role in school choice because a change 
in the definition of neighborhood makes families 
change their choices,” Calsamiglia and Güell write.

Being relatively certain of getting into an accept-
able school, though not their most preferred, is so 
attractive to families that the allocation of school 
seats in Barcelona is quite similar to the distribution 
that would result if children were simply assigned to 
schools in their neighborhoods. Previous theoreti-
cal studies or lab experiments overlooked the strong 
influence of priorities on parents’ choices. “The way 
priority points shape all these mechanisms was 
largely ignored, but they matter a lot,” Güell said.

For educators as well as economists, the implica-
tion is inescapable: If school choice is illusory under 
the Boston mechanism, so for the most part are the 
benefits believed to stem from permitting families 
to apply to the schools of their choice.

Not so naïve, after all
In an extension of their analysis, Calsamiglia and 
Güell shed light on another important question re-
lated to school choice—why some parents take big 
risks under the Boston mechanism by boldly stat-
ing their preferences for oversubscribed schools 
outside their neighborhood.

For each family in Barcelona, the chance of being 
assigned to a public school depends on the submit-
ted choices, the priority points conferred by those 
schools and total demand for each school in the 
system. By calculating the odds of children being 
assigned to their first-ranked school—and if they 
are rejected, to their second-ranked school—the 
economists identify those applicants who could be 
considered “naïve”; that is, they apply to schools 

(usually outside their neighborhood) to which they 
have no chance of being assigned. About 23 percent 
of applicant families behave this way.

But further analysis shows that some “naïve” 
families are not so naïve, after all. Calsamiglia and 
Güell also obtained information on enrollment—
the schools that children actually attended over the 
study period—from the Barcelona school district. 
The authors use these data to analyze the outcomes 
of risky behavior under the Boston mechanism.

It turns out that high risk takers comprise two 
types of households: families that seem truly un-
able to grasp the consequences of their choices and 
those that take a calculated risk because they have 
an alternative, an outside option in the parlance of 
game theory.

Like most school systems, Barcelona’s maintains 
a waiting list for oversubscribed schools, giving 
children who are rejected by those schools a second 
chance. However, even with waiting lists, families 
with fairly low priority for popular schools court 
disappointment: Almost one-third of such families 
are shut out of their top-ranked school. And, of that 
group, the naïve—families with less than the req-
uisite points for their first-ranked school—fare the 
worst. Compared with households that incur less 
risk by applying to neighborhood schools, a smaller 
share of naïve families gain entry to any of their 
ranked schools, and a larger share fail to enter any 
selected school.

But about 14 percent of “naïve” families who miss 
out on their preferred school enroll their children in 
a school outside the Barcelona school system, either 
a public school in another city or a private school. 
These are households with an outside option. 

Previous research had established the naïvete of 
some applicants under the Boston mechanism. But 
the role of the outside option in school decisions had 
not been explored. Calsamiglia and Güell’s analysis 
demonstrates that a significant share of outwardly 
naïve families are in fact sophisticated players who 
shrewdly weigh the odds.

Because parents have the option of enroll-
ing their child elsewhere—most often in a private 
school—they can take the risk of applying to a pre-
ferred school outside their neighborhood. If this 
strategy works, the child is assigned to his or her 
first-ranked school from the waiting list (the re-
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searchers assume, based on the mathematical odds, 
that at least as many families win entry to their top 
choices as are rejected). If the risky bid fails, the 
family plays its get-out-of-jail-free card.

“Many of these so-called naïve parents know ex-
actly what they’re doing,” Güell said. “If it doesn’t 
work, they go to a private school.” Thus, under the 
Boston mechanism, parents willing to roll the dice 
have a better chance of enrolling their children in 
the best public schools than families without an 
outside option.

Who are these savvy high rollers? Census data 
on the socioeconomic characteristics of Barcelona 
school applicants reveal that among families that 
exhibit naïve behavior, those that take the outside 
option are more highly educated than those that 
do not. These families are likely to have higher in-
comes, too. “Our empirical evidence suggests a new 
and important source of inequality that the [Boston 
mechanism] induces,” write Calsamiglia and Güell.

Not only are less-educated families more likely 
to choose unwisely and end up in lower-quality 
schools; those with higher education benefit the 
most from openly stating their preferences.

Priorities reconsidered
By divining the motivations of Barcelona families 
from the school system data, the economists show 
the extent to which a yearning for safety dominates 
the strategy of parents under the Boston mecha-
nism. The pursuit of priority points trumps school 
preference, virtually eliminating school choice for 
all but a few. “The risk involved in stating prefer-
ences is not worth taking, leading most of the appli-
cants to apply for one of the neighborhood schools,” 
the authors write.

Some families stay true to their school, but 
only better-educated applicants playing the out-
side option exercise informed choice; children in 
less-educated households that rank a nonneigh-
borhood school number one are likely to wind up 
in the least-desirable schools.

Calsamiglia and Güell’s work has important 
implications for the design of student assignment 
mechanisms. Given the power of priorities in influ-
encing school choice under the Boston mechanism, 
their findings suggest that children would benefit 
from other methods of allocating school seats that 

are fair to all families and encourage them to sin-
cerely state their preferences.

In a follow-up paper, Güell teams with Calsamiglia 
and Chao Fu, an economist at the University of 
Wisconsin, to assess the potential gains of switching 
from the Boston mechanism to either the deferred 
acceptance or the top trading cycles mechanism, 
a method first proposed by Abdulkadiroğlu and 
Sönmez.

Once again tapping the Barcelona school system 
data, the researchers show that adopting top trading 
cycles—a method that allows families to pick their 
favorite schools without fear of losing priority for 
lower-ranked schools—increases the share of fami-
lies whose children are assigned to schools outside 
their neighborhood.

However, neither study is likely to be the last 
word in the debate about the efficacy and fairness 
of school choice mechanisms. Some researchers, in-
cluding Abdulkadiroğlu, have come to the defense 
of the Boston mechanism in recent years, compar-
ing it favorably with other mechanisms. That may 
be one reason why many U.S. school districts have 
stuck with this method to govern the annual ritual 
of assigning students to their places. 
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Research Digest

Just as the Great Depression led to the revitalization of economic theory and 

empirical methodology, the Great Recession has sparked a renaissance of  

research. Since the start of the financial crisis in 2007, economists have launched 

(or redoubled) efforts to understand how such crises lead to recessions, why 

this recession endured so long, and how policymakers might both revive the 

economy and prevent a repetition.

At the Minneapolis Fed, economists have pursued several avenues toward 

the same end. In the first several months of 2014 alone, over a dozen working 

papers and staff reports were published on related topics. Some of this new 

work has already been featured in previous Region issues through digests,  

articles or policy papers. While space limitations preclude in-depth reviews of 

all remaining 2014 research, brief synopses are offered here.

Great Recession
R e s e a R c h  R e v i v a l
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Debt default and European bailout

Several papers have dealt with international dimen-
sions of the crisis and recession. Fed senior research 

economist Cristina Arellano, with Yan Bai at the 
University of Rochester, examined international default 
contagion in sovereign debt markets (SR 491; see June 
2014 Region) and in a related paper (SR 495) analyzed 
optimal renegotiation policies for sovereign defaults. 

In February, Minneapolis Fed consultant Tim Kehoe, 
with Stony Brook’s Juan Carlos Conesa, published a staff 
report (SR 497) asking whether the success experienced 
in the mid-1990s in preventing Mexico’s debt crisis from 
leading to sovereign default through massive bailout 
assistance could be repeated in the Eurozone. 

In short, maybe not. 

A primer on federal funds

The efforts of central banks 
worldwide to address the finan-

cial crisis, deep recession and slow 
recovery continue to be scrutinized; 
in that vein, several Minneapolis Fed 
papers focused on various aspects of 
monetary theory and practice. 

A series of three working papers 
(WP 708, 710 and 711) released 
in March and April 2014 by Gara 
Afonso of the New York Fed and  
Ricardo Lagos of New York Uni-
versity and the Minneapolis Fed 
examines the federal funds market 
through which financial institutions 
trade their “reserves”—dollar bal-
ances that are held at the Fed to meet 
legal requirements, earn interest or 
clear transactions. 

As Afonso and Lagos observe, 
this market is important to banks for 
managing their reserves and offset-
ting liquidity and payment shocks. 
It is also the “epicenter of monetary 
policy implementation,” they note, 
since the Fed uses it—through selling 
and buying bonds—to influence the 
amount of liquidity in the national 
economy. A thorough understand-
ing of this market, therefore, “is of 
first-order importance to economists 
interested in monetary theory and 
policy,” they write.

The first of the series is an 
empirical study of the market’s trade 
dynamics. The second develops a 
model of the market to answer key 
questions—what determines the fed 

funds rate, the rate 
at which banks bor-
row and lend to one 
another overnight? 
How does this market 
reallocate funds 
among banks, and 
can it achieve efficient 
reallocations?—and 
to analyze the ef-
fectiveness of central 
bank policies that 
use the interest rate paid on reserves 
to manage the fed funds rate. The 
third is a “primer” that pulls together 
major elements of the first two while 
extending investigation into market 
structure changes and central bank 
tools such as open market and dis-
count window operations as well as 
the interest rate on bank reserves.

Yan BaiCristina Arellano

Tim Kehoe Juan Carlos Conesa

Gara Afonso

Ricardo Lagos

Kehoe and Conesa’s 
analysis suggests that a 
similar bailout by the 
European Commis-
sion, European Central 
Bank and International 
Monetary Fund might 
not succeed. Debt levels 
are so high among the 
affected nations (primar-
ily Greece, Ireland, Italy, 
Portugal and Spain) that 
they could choose to default on their debt rather than 
reducing it through loan paybacks as Mexico did by 
early 1997, thereby regaining access to international 
credit markets.
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So much money, so few loans

Another paper 
that examines 

the effectiveness 
of Fed policies was 
issued in September 
(SR 503) by Javier 
Bianchi of the University of Wisconsin 
and the Minneapolis Fed, and Saki 
Bigio of Columbia University.  
Bianchi and Bigio seek to under-
stand why, despite unprecedented 

policy interventions 
by central banks, 
including the Fed, 
to reduce long-term 
interest rates and 
also provide large 

amounts of liquidity to financial 
institutions, bank lending seems not 
to have been stimulated much at all. 
In the argot of monetary theorists, 
something has interfered with the 

“transmission of monetary policy.” 
Banks have plenty of resources to 
increase loans, thanks to Fed policy, 
but they seem unwilling to do so. 

The economists develop a mod-
el to understand how monetary 
policy operates through a national 
banking system—two realms that 
economists have traditionally 
analyzed separately (monetary 
economics and financial theory). 
The model’s focus is the liquidity 
management problem that banks 
face because they use low-return 
demand deposits to finance higher-
return loans. 

The well-known problem is  
liquidity mismatch: Deposits must 
be immediately accessible to deposi-
tors, but the loans are longer-term 
assets. Banks hold their reserves at 
the central bank and use those re-
serves to settle transfers of deposits 
with other banks. Therefore, central 
bank policy actions can alter inter-
bank dynamics by affecting the rates 
at which banks borrow and lend 
from one another. 

With this mechanism, Bianchi 
and Bigio analyze how monetary 
policy steps transmit through the 
banking system and conclude that 
while an early interbank market 
freeze was probably important at the 
onset of the recession, “a persistent 
decline in demand [for credit] seems 
the most plausible explanation” for 
increased central bank reserves along 
with decreased lending since 2008.

Analyzing the “unconventional”

In August, S. Boragan Aruoba of the University of Maryland 
and the Minneapolis Fed issued a staff report (SR 502) that 

studies the effects of the Fed’s recent “unconventional” mon-
etary policy in which it sought to stimulate the economy by 
purchasing assets such as mortgage-backed securities, moving 
beyond the Fed’s traditional reliance on the fed funds rate (since the nominal 
rate was essentially at zero interest per year and could be reduced no further 
in efforts to boost investment and spending). Such policies were largely un-
tested, and economists expressed “wildly different views” about their impact, 
notes Aruoba—some confident of success, others predicting ineffectiveness 
and still others foreseeing that they would trigger damaging inflation.

Aruoba approaches this research by looking at inflation expectations over 
various time horizons measured in various surveys and combines those with 
nominal interest rates over the same period, thereby creating a “term struc-
ture of real interest rates”—basically a picture of actual interest rates on dif-
ferent maturities, adjusted for inflation, from 1992 to the present. He gauges 
how this picture responds after the Fed’s various policy actions: the initial 
and second rounds of quantitative easing, the maturity extension program 
(aka Operation Twist) and the announcement of an explicit inflation target. 

Ultimately, Aruoba concludes that the Fed’s unconventional policies 
(along with its ability to sustain zero nominal interest on short-term assets) 
“kept long-run inflation expectations anchored.” They also provided a large 
level of monetary stimulus, he observes, as indicated by “real interest rates on 
all horizons … about 3.5% lower than their pre-crisis averages.”

S. Boragan Aruoba

Javier Bianchi Saki Bigio
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Sorting out the costs

Several other papers have looked at 
the impact of the crisis and reces-

sion nationally, generationally and on 
various industry sectors. Ralph Koijen 
of the London Business School and 
Motohiro Yogo of the Minneapolis 
Fed look at the insurance industry in a 
November 2014 report (SR 500). Tradi-
tional theory about insurance markets 
assumes fair pricing, with efficient 
capital markets and supply policies. 

But according to Koijen and Yogo, 

the financial crisis undermined that 
conventional wisdom. The economists 
document that life insurers reduced 
prices for long-term policies dramati-
cally, (in contrast to standard theory 
that falling interest rates would lead 
them to raise policy prices). Prices for 
30-year term annuities were marked 
down 19 percent relative to actuarial 
value for life annuities at age 60 and 
down 57 percent for universal life 
insurance at age 30. (In ordinary times, 
insurers earn a 6 percent to 10 percent 
markup.) They find larger price reduc-

tions for policies with 
looser statutory reserve 
requirements. This 
evidence suggests that 
even large insurance 
firms ran short of cash 
during the crisis and 
needed to raise money 
quickly by reducing 
prices to boost sales. 

Koijen and Yogo 
build a model to 
understand the forces behind such 
extraordinary pricing behavior and 

Credit contractions, not rigid prices

When interest rates hit the “zero lower bound” in late 
2008, the Fed used two unconventional tools to get 

the economy on track. It engaged in large-scale purchases 
of long-term government-backed assets (“quantitative 
easing”), seeking to drive down long-term interest rates. 
It also used “forward guidance,” specifying how long and 
under what conditions the Fed’s traditional tool, the federal 
funds rate, would remain at zero. 

Both tools could be justified by the New Keynesian 
approach to monetary policy, which emphasizes the 
importance of price rigidities. These rigidities hindered 
market adjustment, according to New Keynesians, and 
thus deepened and prolonged the recession. (On the flip 
side, price rigidities provide a role for monetary policy in 
the revival of economic health.) 

But what if that was the wrong diagnosis? What if 
prices were actually quite flexible, and the root cause of re-
cession was a credit crunch due to a tightening of collateral 
constraints? Then optimal policy might be very different.

In a September working paper (WP 714), Francisco 
Buera and Juan Pablo Nicolini of the Chicago Fed and 

the Minneapolis Fed, 
respectively, build a model 
that has credit and collateral 
constraints at its heart. This 
model, with flexible prices, 
replicates many of the 
recession’s key features (such as the collapse in investment 
and low inflation despite liquidity injected by the Fed’s asset 
purchases), but has very different policy implications than 
the New Keynesian model. “On the contrary, the model we 
study stresses a different and novel trade-off between ame-
liorating the initial recession and delaying the recovery.”

Maintaining the economy at the “zero bound” for 
nominal interest rates—as the Fed sought to do in order to 
stimulate investment—or avoiding it by targeting a some-
what higher interest rate “implies non-trivial trade-offs,” 
write Buera and Nicolini, in particular, the choice between 
a less severe recession and a shorter one. These trade-off 
decisions are even more difficult when policy impacts on 
various economic actors (workers, entrepreneurs and sav-
ers, for example) are taken into account. The economists’ 
“heterogeneous agent” model allows them to analyze those 
trade-offs as well as those for the aggregate economy. 

Francisco Buera Juan Pablo Nicolini

Ralph Koijen

Motohiro Yogo
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Generation gaps, legacy costs and reassessments

Research by Andrew Glover, Jonathan Heathcote, Dirk Krueger and José-Víctor  
Ríos-Rull examines the recession’s varying economic impact on the young and the  

old (SR 498); an earlier version of this paper was described in the September 2011 Region. 
In a July staff report (SR 501), Tom Holmes and Lee Ohanian study the impact of 

legacy costs such as pay-with-promises compensation plans when cities (like Detroit) 
suffer economic shocks, as during the recession. This work also took the form of an 
economic policy paper (EPP 14-4; also in the June 2014 Region).

In another staff report (SR 494), described in the September 2014 Region, Ellen  
McGrattan and Ed Prescott reassess real business cycle theory to see if its central tenets 
were undercut by the recession, as critics suggest. They find to the contrary. The idea that 
business cycles are driven, in part, by fluctuations in factor productivity, as RBC  
argues, is not undermined by government data showing that labor productivity actually 
rose during 2008-2009, McGrattan and Prescott contend. If investment in intangible  
capital is accounted for, the link between factor productivity and business cycles persists.

In a similar reexamination of theory, Terry Fitzgerald and Juan Pablo Nicolini released  
a working paper (WP 713) in May that looks at the Phillips curve relationship between  
unemployment and future inflation, a link that many economists believe no longer holds. 
Fitzgerald and Nicolini find that because U.S. monetary policy over recent decades has sought 
to stabilize nationwide prices, data aggregated at the national level “is uninformative” about  
the relationship that may exist at smaller geographic levels such as cities or regions. 

In fact, among U.S. metropolitan statistical areas from 1976 to 2010, “we find that 
a 1 percentage point increase in the unemployment rate is associated with a roughly 
0.3 percentage point decline in inflation over the next year.” They qualify this finding 
strongly, however, noting that it applies only if particular assumptions are made.  
“Our results do not prove Phillips curve skeptics wrong,” they caution. (This  
research was also discussed in EPP 13-6, November 2013.)

By the time this Region is published, economists at the Minneapolis Fed and  
elsewhere will have released new research on other aspects of the Great Recession.  
It has inspired reconsideration of old theory and formulation of new—a silver lining  
to the cloud of severe economic downturn.

 —Douglas Clement

conclude that “financial and regulatory 
frictions have a large and measurable 
impact on insurance markets.” These 
findings emphasize how important 
supply-side frictions are in consumer 

financial markets, say the economists, 
supplementing the demand-side 
frictions (borrowing constraints, asym-
metric information, moral hazard and 
bounded rationality) that most research 

has studied. Their study also provides 
microeconomic evidence for macro 
models based on financial frictions, 
“a leading explanation for the Great 
Recession,” they observe.
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A few years back, a T-shirt worn by economics 
graduate students at the University of Minnesota 
read, “Sure, it works in practice, but how does it 
sound in theory?” In light of the recent financial 
crisis and ensuing years of economic challenge, that 
ironic academic poke arguably leads to a more seri-
ous question: “For all their theories, do economists 
add much value in the real world?” 

Robert Litan, an economist, lawyer and se-
nior fellow at the Brookings Institution (see bio 
below) answers that question with a resound-
ing yes in his most recent book, Trillion Dollar 
Economists. Indeed, Litan portrays economists as 
unsung heroes who have created enormous value 
in business and a wide range of day-to-day activi-
ties, from investing to air travel, energy policy, 
online dating and beyond.

The book is unconventional in many respects. 
It’s completely devoted to economics, but the au-
thor consciously writes for those who know little or 

nothing about it. An opening chapter is laid out as 
a primer on basic economic principles (e.g., micro 
versus macro) designed to give the otherwise unin-
formed reader a baseline of knowledge. Litan then 
leads readers, armed with those fundamentals, on 
a whirlwind journey through real-world examples. 
The journey’s destination: Economists and econom-
ic theory have “created trillions of dollars of income 
and wealth for the United States and the rest of the 
world, hence the title of the book.”

One surprise is the book’s lack of focus on mon-
etary policy. Although Litan has kind words at 
various points for Ben Bernanke, Paul Volcker 
and others who have shaped monetary policy over 
time, he gives little attention to Federal Reserve 
policies or other macroeconomic matters. Indeed, 
he laments that, in his view, most people are under 
a mistaken impression that economists focus their 
efforts on trying to determine the future trend of 
the economy, as the Fed does when setting policy. 
He states early on: “The truth is that relatively few 
economists actually engage in economic soothsay-
ing or prediction. Yes, let me repeat that, or phrase 
it in a slightly different way: The popular percep-
tion of what most economists do is wrong, and I 
intend to show that in [this book].” Litan’s central 
point: The unrecognized extraordinary value of 
economists is their direct (or near-direct) contri-
bution to daily business practices and other mat-
ters of common interest. 
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What Good Are Economists, 
Anyway?

Darn good, according to Trillion Dollar Economists

*Robert Litan is a nonresident senior fellow at the Brookings Institution, where he formerly was senior fellow, vice president and
director of economic studies. A professional economist, practicing attorney and prolific writer, Litan has authored or co-authored over two 
dozen books, edited many more and written scores of articles, reports, commentaries and reviews for professional and popular journals. He 
gives frequent speeches; testifies regularly before Congress, often on issues related to regulatory reform and/or banking; and has worked 
at nonprofit, corporate and government organizations and agencies. He earned his J.D. at Yale Law School and his Ph.D. in economics at 
Yale University.
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The bulk of Trillion Dollar Economists is devoted 
to examining what the author believes are examples 
of real-world successes driven by economists and 
economic theory. One such case: efficient air travel. 
The author reminds readers of years past, when air-
lines routinely “bumped” ticketed passengers from 
overbooked flights. Recognizing (finally!) the tre-
mendous ill will this generated among paying cus-
tomers, airlines began to leave seats empty (thereby 
losing revenue) to avoid having to bump. But doing 
so, of course, cost airlines the revenue those empty 
seats could have generated. 

Enter economic theory. Litan relates how econo-
mist Julian Simon and others helped airlines avoid 
the issue by using an auction, the now familiar prac-
tice of offering vouchers for future travel to passen-
gers willing to voluntarily forgo the overbooked 
flight in favor of a later flight. This low-cost prac-
tice eliminated ill will, allowed fully booked flights 
and, according to Litan, increased airline revenue 
by $100 billion over the past 30 years.

Building off that example, the book provides 
a range of other success stories brought about by 
economic theory. Index investing, the now-popu-
lar practice of investing in a very broad range of 
stocks rather than attempting to pick individual 

“winners” is a typical Litan case study. In the fol-
lowing excerpt, he traces index investing directly 
back to the influence of several economists on the 
mutual fund industry with informal, accessible 
storytelling style:

Ideas can have real-world commercial im-
pacts in many different ways. Sometimes, 
entrepreneurs and executives at established 
firms read a book or article with a clever idea 
and they proceed to make it operational. Oth-
ers get commercial ideas from economists 
they hire as consultants. And frequently, as 
you will see in this book, entrepreneurs are 
motivated by an economic idea they learn 
while attending school.

John “Jack” Bogle, the founder of the 
Vanguard family of mutual funds, is a prime 
example of the last way economists have had 
an impact. Bogle reports that he was heavily 
influenced by both [Burton] Malkiel and Paul 
Samuelson … two of the champions of index-
ing and critics of active money management, 
especially by individual investors, both in writ-
ing his senior thesis at Princeton on the idea of 
index funds and then actually implementing 
that idea at Vanguard.

According to Litan, when the remainder of the 
mutual fund industry followed suit, this new-found 
practice not only made investing simpler for the 
average individual, but yielded superior results and 
“transformed the investment world.”

Litan relates similar positive contributions to 
energy policy (lower prices after economic theory 
established the ineffectiveness of mandatory price 
controls), sports (econometrics help team own-
ers find value, as depicted in the book and movie 
Moneyball) and online dating (economic game 
theory yields better matches). 

While making his case, Litan also provides doz-
ens of profiles of individual economists, amounting 
to a type of Hall of Fame from the author’s perspec-
tive. This feature, along with Litan’s low-key, “this is 
not about me” presentation style, adds to the book’s 
charm. It is clear that the author has genuine ad-
miration and, in some cases, personal affection for 
the economists he profiles, many of whom were col-
leagues or had otherwise influenced his own career.
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The book isn’t without flaws. At points, such as 
his detailed description of the rise of telecommuni-
cations and the Internet, Litan seems to stretch too 
far. He details at great length contributions made by 
economists to important developments, such as pro-
viding economic analysis to support the legal case 
regarding the breakup of AT&T, which set the stage 
for greater competition in the field. While this and 
other efforts by economists had substantial impact, 
it is a far reach to extrapolate from these events to ar-
rive at Litan’s statement that “it is no overstatement 
to claim that the modern Internet-based business 
landscape of today owes much of its shape, if not 
existence, to the behind-the-scenes thoughts and re-
search of numerous economists.” An argument that, 
but for economists, we wouldn’t have the Internet 
seems to go beyond the evidence provided.

This generous portrayal of economists contrasts 
with Litan’s take on the Wall Street activities that 
sparked the recent financial crisis. He seems to 
suggest that economists had little if anything to do 
with shaping risky investment practices and strat-
egies. While this might be valid, the reader is left 
with the sense that the landscape is being selectively 
reviewed, with an eye toward taking credit for the 
good and, as for the bad, giving economists the ben-
efit of generous doubt.

That said, Trillion Dollar Economists makes an 
interesting contribution to a discussion of the rela-
tive merits of the economics profession. As a non-
economist, and therefore a member of Litan’s target 
audience, I found the book a challenging read, but 
worth the effort. The writing, while not always el-
egant, is ultimately digestible, even if concepts like 
regression analysis, performance optimization and 
congestion pricing remain a bit fuzzy. I finished 
the book largely convinced by his case for the value 
economists have added, in both business and other 
activities not associated with the field. 

Ironically, economists are likely to be the audi-
ence that would most enjoy this book intended for 
non-economists. Those knowledgeable in the field 
would no doubt understand Litan’s arguments better 
than lay readers, would be familiar with the econo-
mists he lovingly profiles and would certainly enjoy 
the accolades he showers on the profession. A po-
tential problem, though, for the humorous T-shirt 
slogan business? “Sounds good in theory and works 
in practice” just doesn’t have much punch to it.
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