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1. Introduction

In this articlé aggregate ecoromic fluctuations in the post-war
U.S. economy are investigated ﬁsing cuarterly data. The time series
are decomposed into a growth and a cyclical component., The growth comn-
ponent includes those variations that are sufficiently smooth to be con-
sistent with slowly changing demographic and technological factors and
accumulation of capital stocks. The cyclical component is defined to be
those variations that appear to be tco rapid to be explained by such
considerations. This decomposition reflects the division withinreconomics
between studies of growth and studles of business cycles.

There are many ways in which the series might be decomposed into
these components, but, without strong prior knowledge concerning the
processes governing the growth and the cyclical components, standard
statistical theory is of limited use 1n choosing among procedures. We
therefore proceed in a more cautious manner that requires weaker prior
knowledge. The maintained hypothesis, based upon growth theory considera-
tions, is that the growth component varies smoothly over time. The
sense in which it varies smbothly is made explicit in section 2.

Qur approach 1s very much in the tradifion of Wesley Mitchell
[1913] who documented some important systematic fluctuations that could
not readily be accounted for by standard growtﬁ considerations.l Our
approach differs in two respects from his. The first and not so impor-
tant respect is that our method involves a minimum of judgment and is
easily reproduced at small costs. It is computationally more intensive,

but, this is hardly a consideration now that high speed computers can




compute in seconds that which would have taken Mitchell decades. At a
substantive level our primary objective is not to identify specific
cycles. Instead it is to examine the magnitudes and stability of co-
variances between various economic time series and real output and the
autocovariances of real output.

Several researches using alternative methods have and are adding
to oﬁr understanding of business cycle regularities.2 Qur view is not
that our methods dominate the}rs. Rather our view is that many of the
methods, including our own, all contribute to a better description of the

empirical regularities.




2. Decomposition Procedure

The observed time series are viewed as the sum of a cyclical ana
growth component. Actually, there :is also a seasonal component, but as
the data are seasonally adjusted, this component has already been removed
by those preparing the data series. If growth éheory provided estimates
of the growth component with errors that were small relative to the
cyclical component, computing the cyclical component would be just a
matter of calculating the difference between the observed value and the
growth component. Growth theory accounting (cf. Denison [1974]), din
spite of its considerable success, is far from adequaté_for providing
such numbers. If our prior knowledge were sufficiently strong that we
could model the growth component as a deterministic component, possibly
conditional on exogenous data, plus a stochastic process and the cyelical
component as some other stochastic process, estimating the cyclical
component would be an exercise in modern time series analysis. Our
prior knowledge is not of this variety, so these powerful methods are not
applicable. Our prior knowledge is that the growth component varies
"smmothly" over time.

Qur conceptual framework is that a given time series Y, 1is the

sum of a growth component 8, and a cyclical component e :
(1) yt=gt+ct fort =1,...,T .

Our measure of the smoothness of the {gt} path 1s the sum of the squares
of its second difference. The ¢, are deviations from 8¢ and our con-

ceptual framework is that over long time periods, their average is near




zero. These considerations lead to the following programming problem
for determining the growth component:
T 2 I 2

2 i - - -
(2) Min - {)er + A] [(g -8 1) - (g, -8 )17

T t=1 t=1

{g,}
t=-1

where ., = V.~ 8 The parameter ) is a positive number which penalizes

e
variability in the growth component series. The larger the value of ),
the smoother is the solutionfseries. For sufficiently large A, at the
optimum 841 ~ Bt must be near some constant R and gt near 8g + gt. This
implies that the limit of solutions as A approaches infinity is the least
squares fit with a linear time trend.

Out mgthod has a long history of use, particularly in the actuarial
sciences. There it is called the Whittaker-Henderson Type A method
(Whittaker [1923]) of graduating or smoothing mortality experiences in
constructing mortality tables. The method is still in use.3 As pointed
out in Stigler's [1978] historical review paper, closely related methods

were developed by the Italian astronomer Schiaparelli in 1867 and in the

ballistiec literature by, among others, von Neuman in the early forties.

Value of the Smoothness Parameter

The data analyzed, with the exception of the interest rates, are
in logs so the change in the growth component, 8 ~ Be_1’ corresponds to
a growth rate.

The growth rate of labor's productivity has varied considerably

over this period (see McCarthy [1978]). 1In the 1947-53 period, the
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annual growth rate was 4.20 percent, in the 1953-68 period 2.61 percent,
in the 196873 period only 1.41 percent and in the subsequent period it
was even smaller. Part of these changes can be accounted for by a
changing capital/labor ratio and chenging composition of the labor force.
But, as shown by McCarthy, a sizable and variable unexplained component
remains, even after correcting for cyclical factors. The assumption that
the growth rate has been constant over our thirty-year sample period,
1950~-79, is not tenable. To proceed as if it were would result in
errors in modeling the growth componznt and these errors are likely to
be non-trivial relative to the cycli:al component. For this reason,
an infinite value for the smoothness Parameter was not selected.

If the cyclical components and the second differences of the growth
components were identically and independently distributed normal variates
with means zero and variances oi and og respectively (which they are not),

one would solve the programming problem

- T T
- - 2 .2
3) Min {070 ] < + 62§ e
£ 2 L t
T t=1 t=1
{g.}
t=-1

to determine the conditional expectations of the 8, @s a function of the
observations.# This minimization has the same solution as does program
(2) if /A = 01/02. Our prior view is that a five percent cyclical
component is moderately large as is s one-eighth of one percent change

in the growth rate in a quarter. This led us to selectlff = 5/(1/8) = 40
or A = 1600 as a value for the smoothing parameter.

One important issue is how sensitive are the results to the value




A selected. To explore this issue various other values of A were tried.
Table 1 contains the (sample) standard deviations and autocorrelations
of ecyclical real GNP for the selected values of the smoothing parameter.
These numbers change little if A is reduced by a factor of four to 400
or increased by a factor of four to 6400. As A increases, the standard
deviation increases and there is greater persistence, with the results
being very different for A = e,

As a second test, the sixth order autoregressive least square fit
of the cyclical series for this same set of values of the smoothing

parameter were computed; that is, conpute the least squares fit to the

equation
6
(4) e, =a + )} B.e .

The unit input respoﬁse function are the values of . obtained if
Ce = 0 for t < 0 and Cy = 1. These response functions are pleotted in
Figure 1 for the selected A's.s As can be seen, the response pattern
is very different for the linear time trend model (A = «) than for the
other values of A. For the linear time trend model there is much greater
persistence and the response function never dips below zero.

With our procedure for identifying the growth component, the
annual rate of change of the growth component varied between 2.3 and 4.9
percent over tﬁe sample period with the minima occurring in 1957 and in
1974. The maximum growth rate occurred in 1964 with another peak of 4.4

percent in 1950. The average growth rate over the period was 3.4 percent,




TABLE 1

STANDARD DEVIATIONS AN) SERIAL CORRELATIONS OF
CYCLICAL GNP FOR DIFFERENT VALJES OF THE SMOOTHING PARAMETER

CA=400 A=1600 - A=6400 A=infinity
Standard Deviations 1.56% 1.80% 2.03% 3.12%
Auto Correlations
Order 1 .80 .84 .87 .94
Order 2 .48 .57 .65 .84
Order 3 .15 .27 .41 .73
Order 4 ' -.14 -.01 .17 .61
Order 5 : -.32 -.20 .00 .52
Order 6 -.39 -.30 -.11 A4
Order 7 -.42 -.38 -.20 .38
Order 8 -.44 ~-. 44 -.27 .31
Order 9 -.41 -.44 ~.31 .25

Order 10 -.36 -.41 -.32 .20
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The differences between our cyclical components and those obtained with
perfect smoothing (A = «) are depicted in Figure 2 along with the
cyclical component., The smoothness >f the variation in this difference
and its small size relative to the cyclical component indicates that
the smoothing parameter chosen is reisonable. Of greater importance,
it also provides confirming evidence for viewing the series as the sum
of a slowly and a rapidly varying cozponent,

No decomposition method is perfect. If the thirties were part
of the sample, the method would be inappropriate. In that period, there
is another component which swamps the others--namely, the Great Depres-
sion, an important topic of study in itself. The analysis is not suited
for identifying cycles of long durations. If, for example, Sdhumpeter's
(1939) view is correct and there are Kondratieff cycles with durations
measured in decades and Juglar cycles with average duration of nine or
ten years, our method would assign v:rtually all these variations to
the growth component. With our method, only the rapid or high frequency
fluctuations are included in the cycl.ical component.

The same transformation was used for all series; that is, for

each series j

g T
) Bje © iz‘ Yie Y31

where T is the length of the sample period. The coefficients wit used

were the same for all series j. If the sample size were infinite, it

would not be necessary to index these coefficients by t and
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(6) Bye T L=z_m Y1 Y5, e+
where
(7) w, = .8941% [.056168 cos(.11168 1) + .055833 sin(.11168 1)

i

for 1 > 0 and LI A for 1 < 0.6 For t far from either the end or the
beginning of the sample, the,wlit arc near w:_i so our method is approxi-
mately a two-way moving average witl weights subject to a damped harmonic.
The advantage of using the exact solution is that observations near the

beginning and the end of the sample period are not lost.
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3. Variability and Covariability of the Series

The components being studied are the cyclical component and sub~
sequently all references to a series relate to its cyclical component.
The sample standard deviations of a series is our measure of a series's
‘variability and the correlation with real GNP our measure of a series's
covariability. These measures are computed for the first and the second
half of the sample as well as for th: entire sample. This is a check

for the stability of the measures ov:ir time.

A variable might be strongly associated with real output but lead

or lag real output. Therefore, as a second measure of the strength of

association with real output, the R-isquared for the regression

= NP
(8) , N ay + 1==Z-2 sji G -

for each series j was computed. As 4 measure of the instability of the

relationship, the following statisti«: was computed:

(ssm - ssn)/ﬁ
339/102 4

where SSm is the sum of squared resicuals when the coefficients of the
regression were constrained to be equal in the first and the second half
of the sample and SSQ when they were mot. As the sample size was 114,
the degrees of freedom under @ are 102. Further w is obtained by im-
posing six linear constraints upon 2. Consequently, if the errors were
identically and independently distriluuted normal variates, this statistic

would have an F distribution with dejjrees of freedom 6 and 102,
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Agerecate Demand Components

The first set of variables studied are the real aggregate demand
components. The results are summarized in Tables 2 and 3. The series
that are most stable are consumptioa of services, consumption of non-
durables and state and local governwent purchases of goods and services.
Each of these has standard deviation less than the 1.8 percent wvalue
for real output. The investment conponents including consumer durable
expenditures are about threertimes a4s varlable as output. Covariabilities

of consumption and investment with output are much stronger than the

covariability of government expenditures with output.

Factors of Production

The second set of variables ccunsidered are the tactors of production
and productivity which is output per hour. These results are summarized
In Tables 4 and 5. There is a strong and stable positive relationship
between hours and output. In addition, the variability in hours is
comparable to the variability in output. The contemporaneous association
between productivity and output is weak and unstable with the standard
deviation of productivity being much smaller than the standard deviation
of output. It is interesting to note that when lead and lag GNP's are
included, the association between GNP and productivity increases drama-
tically with the R~squared increasing.from .010 to .453.

Capital stocks both in durablz goods and non-durable goods
industries are less variable than real output and negatively associated
with output. Inventory stocks, on tie other hand, have a variability

comparable to output and the correlation with output is positive. Further,
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the strength of association of inveatories with GNP increases when lag
and lead GNP's are included in the vegression. This is indicated by

the increase in the R-squared from .257 to .622.

Monetary Variables

Results for the final set of variables are presented in Tables 6
and 7. Correlations between nominal money, velocity, and real money
with GNP are all positive. The differences in the correlations in the
first and second half of the ‘sample with the except ion of nominal M1
suggests considerable instability over time in thése relationships. A
similar conclusion holds for the short term interest rate. The correla-
tions of GNP with the price variables are positive in the first half of
the sample and negative in the second half with the correlation for

the entire périod being small and negative.
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4, Serial Correlation Propertie: of Data Series

A sixth order autoregressive process was fit to a number of the
series which displayed reasonable stable comﬁvements with real output.

In Figure 3 are plots of the unit inpulse response functions for GNP and
nine other series for the estimated autoregréssive function. The func-
tion for GNP increases initially to a peak of 1.15 in perlod one and has a
minimum of ~.39 in period eight. Tkte patterns for consumption and in-
vestment are similar except that for consumption the peak is in the
initial period.‘ The function for ccnsumption and each of its three com~
ponents (not pictured) are similar to the one for the aggregate.

The pattern for total hours asnd the number of emﬁloyees, except for
the greater amplitude, is very similar to the pattern for GNP. The aver-
age work week pattern, however, begins to decline immediately and the
period of damped oscillation is shorter. The monetary variables have
very different response patterns, indicating serial correlation properties
very different than those of real output. |

There i1s a dramatic difference in the response pattern for the
capital stock in durable goods industries. The maximum amplitude of the
response is much greater, being about 3.6, and occurs slightly over a
year subsequent to the unit impulse. The pattern for the capital stock
in the non-durable goods industries (not pictured) is similar though the
maximum amplitude is smaller, being 2.8. For both capital stocks the

peaks in the unit response function are in period five.
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5. CLoncluding Comments

In this paper a method was developed for extracting the rapidly varying
or cyclical component of economic tim: series and the method applied to
aggregate post-war U.S. quarteriy data. The motivation for reporting the
variances, covariances and autocovariances of the cyclical components was
recent developments in economic theory. It is now feasible to construct
equilibrium models that place restrictions upon the statistics reported here.
The hope is that these numbers will prove useful both in the search for an
economic structure and the tesging of theorles of cyclical fluctuations. In
this article no e#planation of the cyclical regulafitiés is offered. We think

such an explanation can be provided orly within the context of a well~specified

eocnomic model. We do think it approrriate, however, to study the observations

prior to theorizing.

APPENDIX

All rhe data were obtained from tae Wharton Economic Forecasting Associates
Quarterly Data Bank.

The short-term interest rate was the taxable three-month U.S. Treasury
bill rate, and the long-term interest rate, the yield on U.S. Government

long-term bonds.
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FOCTNOTES

lLucas [1980], for example, makes this point.

2Examples included Gordon [1980], Litterman and Sargent [1979], Neftci

[1978], Nelson and Plosser [198( ], Sargent and Sims [1977], Sims [1980,

a,b] and Singleton [1980].

3We thank Paul Milgrom for bringing to our attention that the procedure
we employed has been widely used by actuarians for a long time.

4This minimization has two elemerts, go and & ~ g*l’ which are treated

as unknown parameters with diffuse priors. The Kalman smoothing technique
(see Pagan [1980]) was used to efficiently compute the conditional expectations

of the 8> given the cbserved Voo The: posterior means of & and gy ~ 8., are

1
the generalized least squares estimates. The conditional expectation of the

g, for t > 1 are linear functions of these parameters and the observationms.

5Adding a white noise error, a.s to (4) and detérmining the invertible

moving average representations,

. o
o4 i Z 61 at_i,
i=0

parameter Gi equals the value bf the mnit response function in peribd i.

One must take care in interpreting th« response patterh. Two moving average
processes can be observationally equivalent (same autocovariances function) yet
have very different response patterns. We choose the invertible representation
because it is unique. It is just one way to represent the serial correlation

properties of a covariance stationary stochastic process. Others are the




Spectrum, the autoregressive representiution and the autocovariance function.

We thank Thomas J. Sargent who pointed out to us the fact that the response

function is not identified unless one has prior knowledge to select among the

moving average representations.

See Miller [1946] for a derivaticn. There are certain implicit restriec-

tions on the ytrsequence when the sample is infinite. Otherwise the g,t may

not exist. We require that the {yt} sequance belong to the space for which

R ltl { w
(oD, 8941 ijtl
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