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Money, Income, and Causality: Some Additional

Evidence on the U.K. Experience

I. Introduction

Recently, the importance of the seminal pieces by Granger

(1969) and Sims (1972) on "causal" relations and statistical exogeneity

in economic relationships has been recognized and their theories and

1/
methodologies have been applied in various contexts.- Using the

methodology of Sims (1972), Williams, Goodhart, and Gowland (1976) have

investigated the causal relations between money and income, and between

money and prices in the United Kingdom between 1958 and the third quarter

of 1971. Their primary objective was to determine whether Sims' results

for the United States could also characterize the data for a smaller,

open economy like that of the United Kingdom.

The results of Williams, Goodhart, and Gowland (hereafter

referred to as WGG) suggest that the causal relations characterizing the

U.K. data are different from those found by Sims with U.S. data. WGG

found some evidence of a unidirectional causal ordering from nominal

income to money and from money to prices. Thus, the WGG results may be

considered consistent with the theories of the U.K. economy in which

2/
money responds passively to economic activity.-

The purpose of this study is to extend the sample period of

WGG and to present some further statistical evidence about the nature of

the relationships among the U.K. variables. The extension of the data

period is viewed as interesting for at least three reasons. First, it

is desired to capture movements in money, income, and prices in the U.K.

3/during the recent period of high rates of price inflation.- In addition,

a significant reform of the U.K. financial system went into effect at

the end of the third quarter of 1971, thus possibly altering the historically
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4/
prevailing relationships between money and economic activity.-- Finally,

at the end of 1972II, a switch was made from a fixed to a floating

exchange rate system; for an open economy like that of the U.K. such a

change could have significant effects on the monetary mechanism.

The remainder of the paper is organized as follows: The next

section presents a brief discussion of Granger-causality and Sims'

theorems on exogeneity. The specific methodology of this paper is

described, and some comments on the methodology of WGG are made. The

next section presents the empirical results and discussions. A summary

section is included.

II. Testing for Granger-Causality

The foundation for the tests reported in this paper lies in

the work of Granger (1969). A variable X is said to Granger-cause

another variable Y if current Y can better be predicted by taking into

account the history of X in addition to the history of Y than it can be

by predicting conditional on the history of Y alone. In addition, X

Granger-causes Y without feedback if the above condition is met along

with the failure of the history of Y to improve the prediction of X over

that obtained from the history of X alone.

Based upon the assumption that Y and X form a jointly covariance

stationary stochastic process, Sims (1972) established the conditions

under which Granger-causality from X to Y is equivalent to the econo-

metricians definition of the statistical strict exogeneity of X in a

regression of Y on X. In Sims' framework, a necessary condition that Y

fail to Granger-cause X or, alternatively, that X be strictly exogenous

in a regression of Y on X, is that in a regression of current Y on

current, past, and future values of X, the coefficients on future values

of X be zero.

l
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In this study, no particular model of the U.K. economy is

advanced at the outset to explain the relations between money, income,

and prices or wages. Competing theories are generally cast in one of

two general veins however; movements in money are primary determining

factors of movements in income or money responds passively to changes in

5/
economic activity.- In view of these competing views, then, it is

reasonable to confront ourselves with the alternative relationships:

00

(Oa) Yt= .M iti . + et',
i=0

and

(Ob) Mt =  BiY. + u t ,
i=O

where Yt is income (or another measure of aggregate economic activity)

at time t, M t is the money stock at time t, and et and u t are white

noise residuals. The question with which we are concerned is: does

either (Oa) or (Ob) represent a regression with the right-hand side

variable strictly exogenous? If so, then the data would be consistent

with interpreting that relation as a reduced form equation and the

estimates of the coefficients in the relationship would be consistent.

While there are ample reasons to question the use of even this sort of

result for policy making, the determination of one-way Granger-causality

would be important for not only the statistical reason alluded to above

but also because the "reduced form" relation would be suggestive of the

6/
types of structural models consistent with the data.-

The tests for Granger-causality are implemented in two ways in

this study. First, the methodology outlined in Sims (1972) is employed.

Equation (Oa) is estimated including future values of the money stock;

tests of the null hypothesis that the coefficients on these leading
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values of M are zero as a group are made. Then, in the face of (Ob),

the same sorts of tests with futures values of Y included.

Second, under appropriate conditions, an equivalent test is

conducted based directly of Granger's definition of causality. Rela-

tionships of the form (la) and (lb),

(la) Y =  YiY t - + 6iM.i + v
i=l i=l

oo 0o

(lb) Mt = iM + Gi.i Y  + w,
t i1 I t-i=1t-i t

i=l i=l

are estimated and tests are made of the hypotheses that {6i; i=l, ... }

7/
are all zero and that {i; i=l, ... } are all zero.-

The tests in this study are made for relationships between the

nominal money stock and both nominal and real measures of aggregate

economic activity. Only Granger causality as discussed above is inves-

tigated; no attempt is made to assess the relationships for contempor-

8/
aneous causality.8/

III. Empirical Study

A. Comments on Data

The data used in this study are quarterly, seasonally unadjusted

data on the money stock of the U.K. and on various measures of aggregate

economic activity. The money data are the series from the Bank of

England for M1 and for M3, adjusted for changes in definition and other

breaks in earlier published series. Measures of nominal aggregate

economic activity used in the study include nominal gross national

product (NGNP), nominal gross domestic product at factor cost (FGDP),

and nominal final expenditures on goods and services (NG&S). From FGDP

and from data on nominal taxes and subsidies, a series on nominal gross
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domestic product at market prices (MGDP) was constructed. The data

period is defined by that over which a consistent series for M3 is

9/
available, 1963I-1977II.-

B. Comments on Methodology

The data used are all assumed to be contaminated in some

unspecified way by the presence of time trends of uncertain source. In

the remainder of the text we shall adopt the convention that M represents

the money stock (either Ml or M3) and Y represents one of the measures

of aggregate activity. At time t the trend-uncontaminated values M(t)

A A

and Y(t) are assumed to be related to the observed M(t) and Y(t) via the

following specifications:

M(t) = M(t)ePl t

and

Y(t) = Y(t)eP2t.

Therefore, prior to estimation, money and income (or output) are detrended

in accordance with this assumed relationship. Additionally, the variables

are used as deviations from mean values, and each variable has a determin-

istic seasonal pattern removed via least squares regression. Both M and

Y are used as natural logarithms of levels both to ensure consistency

with the above assumptions and to attempt to force the error structure

in the reported regressions to be homoskedastic.

The results reported are based upon two estimation procedures:

ordinary least squares regression (OLS) and the Hannan efficient (HE)

10/
procedure.- The Granger-causality tests, in either the form given by

(Oa) and (Ob) or by (la) and (lb) are predicated on the whiteness of the

residual vector. Furthermore, for the asymptotic justification for the
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HE procedure to be even approximately valid, the first-stage residual

vector must be as nearly white as possible. Accordingly, for the Sims

test for Granger-causality an appropriate prefilter for both M and Y is

chosen by examining the properties of the first-stage (OLS) residual

vector in the time and frequency domains. A search is made over first-

order prefilters from (1-.OL) to (1-.9L) in steps of 0.1L and over

second-order prefilters from (1-.0L) 2 to (1-.9L)2 in steps of 0.1L.11 /

Based on the null hypothesis that all future coefficients are zero,

equations (0a) and (Ob) are estimated. The prefilter selected is based

on two criteria for assessing the absence of serial correlation in the

residual vector: (i) the usual Durbin-Watson (DW) statistic for first-

order serial correlation, and (ii) the Kolmogorov-Smirnov (KS) statistic

based on the cumulative periodogram of the residuals for higher than

12/
first-order serial correlation.-- Though the KS test is less powerful

than a test based on the DW statistic for first-order correlation, it is

generally preferred for these procedures where more general orders of

correlation must be considered.

The HE procedure is implemented according to the following

scheme. A first-stage regression (OLS) is run, the residual vector is

obtained, and its periodogram is estimated using the Fast Fourier Trans-

form algorithm. The spectrum of the residuals is then estimated by

smoothing the estimated periodogram. The width of the smoothing window

is determined roughly from examination of the covariogram of the resid-

uals obtained by inverse-Fourier transforming the periodogram. In all

cases reported, the spectrum is computed over the interval [-Tv,T] at 128

evenly spaced ordinates. For the regressions reported, the window is a

triangular shaped one of width 3T/32. The square root of the estimated
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spectrum of the residuals is then divided into the Fourier transforms of

Y and M at each frequency point. The resultant series are inverse-

Fourier transformed, and the new series are then used to test the

relevant hypotheses.

Whether the Sims or Granger test for Granger-causality is

implemented, the choice of the appropriate truncation point for the

estimated lag distribution is nontrivial. The criteria for determining

the truncation points in this study are that coefficients on additional

lags (positive or negative) are not, as a group, statistically signifi-

cantly different from zero and that coefficients on additional lags

become small in absolute value relative to the other estimated coeffi-

cients. Additionally, when implementing the Granger test, the lag

distribution for the history of the dependent variable must be long

enough to exhaust the serial correlation in the residual vector.

A few comments are in order on the methodology of WGG. Their

study is a good one, but one aspect of their method deserves some addi-

tional attention. As WGG, note (p. 419), Sims (1972) recommends sym-

metrical deseasonalization of both M and Y in an attempt to prevent the

appearance of spurious seasonality in the estimated relationship. WGG,

therefore, use the same deseasonalization procedure for both M and Y

(the procedure is not made known to us) and then test the regression

residuals for fourth-order serial correlation. However, as Sims (1974)

makes clear, if M and Y are contaminated in a certain way by seasonal

noise, this contamination results in an asymptotic bias in the estimated

lag distribution. Furthermore, in the absence of constraints on the

two-sided lag distribution, symmetric deseasonalization does nothing to

this asymptotic bias. The rationale for a symmetric adjustment pro-

cedure rests on another argument entirely.13/
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Of course, there are constraints on the estimated lag distribution

of WGG, i.e., the lag profile is truncated at lags of -4 and +8. But as

Sims (1974) demonstrates, deseasonalization which removes power in the

Fourier transforms of M and Y in some band centered at the seasonal

frequencies can be expected to induce serial correlation of a seasonal

nature in the regression residuals. WGG rely on the failure of the

regression residuals to show significant fourth-order correlation as

evidence that their adjustment procedure did not induce that seasonal

type of serial correlation in the residuals. But in the absence of some

test for higher-order serial correlation, it is not clear that the

regression residuals are white over the nonseasonal bands--a condition

upon which Sims' test, in the face of symmetric adjustment procedures,

is predicated.

The point of all of this discussion is that the asymptotic

bias induced in the lag distribution by seasonal contamination can

manifest itself as a significantly two-sided lag distribution. Thus,

one should test not only for whiteness in the regression residuals but

also for seasonality in the estimated lag distribution. A cursory look

at the lag profiles reported by WGG (p. 422, Table 4) shows, for GDP on

MN , the pattern of alternating coefficients one would expect if there

was seasonality in the lag distribution. A calculation of the periodo-

gram of those coefficients, as reported, at sixty equally spaced ordinates

14/
does in fact show sharp peaks at the seasonal frequencies.- This

finding is significant in view of the fact that, for the regressions on

nominal quantities, this is the one regression in which a significant

causal relation was reported.
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These comments should not be construed as unfavorable criticisms

of the WGG effort, but rather as a possible explanation for some of

their results. The question of whether or not such seasonality ought,

in general, to appear in the estimated lag distribution is a deeper and

15/
as yet unresolved issue.- The tests presented here employ raw, unadjust-

ed data with only a deterministic seasonal removed. Because of the

small sample size and the loss of degrees of freedom when deseasonaliza-

tion is appropriately accounted for, it is impossible in this effort to

symmetrically deseasonalize and still retain a sufficient number of

degrees of freedom for the test statistics to be considered very useful.

Thus, the reported results may be expected, in some cases, to show

seasonality in the estimated lag distributions. The procedure used

should guarantee, however, whiteness of the residuals under the null

hypothesis.



C. Empirical Results

All of the results presented below employ M3 as the monetary

variable. In addition to the coefficients shown in the tables, each

regression includes a constant and a trend. A plethora of problems were

encountered in implementing the causality tests for these data. Early

efforts indicated that the trend contamination of the data is signifi-

cant. Regressions were used to remove a linear trend, a linear trend

and a trend-squared, and a trend-squared alone. In each case, all trend

terms were highly significant, and yet subsequent results showed that

the causality tests were relatively insensitive to the detrending scheme.

Accordingly, the data were detrended linearly as indicated above in

order to conserve degrees of freedom.

Determination of the optimal prefilter for various sample

periods and lag lengths also turned out to be a thorny problem. In no

cases studied did a first-order prefiltering scheme work for both M and

Y as dependent variables. In a few cases, a first-order prefilter was

found which whitened the residuals for a regression of M on Y, but in no

case did a first-order prefilter work for the reverse regression. In

order to facilitate comparisons between regressions in both directions,

it was decided to use second-order prefilters. Even for these cases,

the best prefilter did not always render a residual vector as white as

one would prefer.

A third and most troublesome problem was that of determining

optimal truncation points for the estimated lag distributions. Most of

the sample periods and lag lengths investigated generally were characterized

by smaller coefficients in the early portion of the lag profile and

larger (though not necessarily more statistically significant) coefficients



as the length of the lag increased. Whether or not these observations

reflect significant correlations between Y and M as the lag length

increases or merely spurious results due to small sample size and very

few degrees of freedom is unclear. The initial assumption behind the

sample period and lag lengths studied was that the effects of Y on M or

of M on Y should die out within four years. It was logical to expect

that a period of sixteen quarters was actually too large for a reason-

able lag distribution and that it would be possible to shorten the

estimated lag. Instead, it was generally found that the lag length,

based on both criteria mentioned earlier, could be expanded even more,

at least for the Sims tests. As the lag length was increased, however,

not only did the number of degrees of freedom approach zero but also the

collinearity among the right-hand variables became too high to yield

reliable estimates.

Based on the considerations just noted, the following strategy

was adopted. Regressions were run and Sims tests for causality were

made for sixteen lags and six leads. Then, for the same sample period

on the dependent variable, regressions were run and Sims tests made for

nine lags and six leads. Since the number of degrees of freedom in

these cases is very small, the F-statistics may be of questionable value

even when the residual vector is white by our criteria (and certainly

where it is not). Furthermore, the small sample size certainly implies

that care must be exercised in using the HE procedure. With appropriate

detrending and centering (removing of sample mean values) of data, the

problems with the procedure can be reduced. The justification, however,

is still asymptotic. Accordingly, Sims tests are reported both for the

HE procedure and for simple OLS regressions.



The Granger tests are run over the same sample period as the

Sims tests. Again, it was difficult to choose optimal truncation points

for the estimated lag distributions, so the results of alternative

configurations are reported. Only the OLS results are shown, the lags

on the dependent variable being used to whiten the residual vector as

much as possible.

Tables lA and IB show the results of OLS regressions and tests

for feedback between M3 and NGNP with sixteen lags and nine lags, respec-

tively, over the period 1967III-1975IV. For each regression the adjusted

coefficient of determination, standard error of estimate, adjusted,

Durbin-Watson and Kolmogorov-Smirnov statistics are shown. Two F-

statistics and their marginal significance levels are shown for each

regression: one testing the hypothesis that coefficients on the current

and all lags of the right-hand-side variable are zero, and a second

testing the coefficients on only lagged values. T-statistics and sig-

nificance levels are shown for coefficients with a marginal significance

level of less than 0.30. The maximum and minimum standard errors on

regression coefficients are shown in parentheses beside the relevant

coefficients for each regression.

The regression under the null hypothesis (no feedback from M3

to NGNP) with sixteen lags shows large and relatively significant coef-

ficients throughout the lag distribution. Whiteness of the residuals

cannot be rejected at even the 0.20 level. The addition of six leads

changes the shape of the lag distribution somewhat, and coefficients on

leads four and six quarters ahead are large and significant. Whiteness

of the residuals can be rejected now at a level only slightly above

0.20.



Because the inclusion of six future terms reduces the number

of degrees of freedom to only six, the second pair of regressions with

nine lags was run (despite large and significant coefficients at the end

of the lag profile). In Table IB we see that the coefficients are

somewhat larger in absolute value in the early part of the estimated lag

distribution and somewhat smaller in the latter part, but the shape of

the lag distribution is roughly the same as before. The goodness of fit

decreases, and residual whiteness can be rejected at almost the 0.20

level. The addition of six future coefficients only slightly alters the

lag profile, and the future coefficients, while individually fairly

large, are also not significant.

The reverse regressions show similar patterns, but the changes

noted when leads are added are more pronounced. Reduction of lags from

sixteen to nine reduces goodness of fit somewhat. In each case, the

addition of leads alters the structure of the early part of the lag

profile but not the latter part. For both cases, the coefficients on

leads alternate between large and small, and in each case the coeffi-

cient on lead six is the largest and tightest estimate, thus being the

most significant. In each case, addition of future terms results in our

being able to reject whiteness about the 0.01 level.

Tables 2A and 2B present the HE estimated lag distributions

based on the estimated residual spectra from the regressions in Tables 1A

and IB, respectively. As expected, under the null hypothesis, the

standard errors on the coefficients fell and the goodness of fit improved.

For the regressions of M3 on NGNP, with or without leads, whiteness of

the residual vector deviated less from whiteness than under the OLS

estimates. Truncations of the lag at nine past values dramatically

I



changed the lag profile and reduced the significance of the current and

past values. Addition of leads again altered the lag profiles and their

significance, though in neither case did the KS statistic change appre-

ciably. With sixteen lags the coefficients on leads varied from large

to small, while for nine lags all but one coefficient on leads was

large. With sixteen lags, the coefficient on lead six was the tightest

estimate, and in both cases it was a moderately large coefficient.

The reverse regressions (NGNP on M3) are fruzzling in some

ways. The standard errors generally fell, as expected, but whiteness of

the residual vector could be rejected at levels of 0.10 to 0.01 in three

16/
of the four cases.-- The failure of whiteness to obtain, plus the

small number of degrees of freedom, must make the F-statistics suspect

in these cases. For both nine and sixteen lags, the addition of leads

alters the lag structure. In both cases the coefficient on lead six is

statistically significant (though only at the 0.21 level with sixteen

lags), but in each case the sizes of coefficients on leads suggests that

this result may be spurious.

Tables 3A and 3B present the estimated lag profiles over the

same sample period for the OLS Granger tests with twelve lags on each

variable and with six lags on each variable, respectively. In all cases

whiteness of the residuals could not be rejected at even the 0.20 level.

In Table 3A for M3 as dependent variable, the coefficients on past M3

after that on lag 1 become large again only at lag six and beyond. The

coefficients on past NGNP are large between lags four and nine. None

are individually statistically significant at less than the 0.30 level.

For the reverse regression, the majority of coefficients are large and

several are significant.



In Table 3B we see that truncation of the lag distribution

leaves the residual vector white and, in three of four cases, clearly

alters the size of the coefficient on the first lag. The significance

of the lagged dependent variables, as evidenced by the first F-statistic

under each regression, increases dramatically in every case. (The

second and third F-statistics on Table 3A test for significance of the

last four coefficients on past dependent and past other variables,

respectively.)

The F-statistics summarizing tests for feedback in the regressions

reported in Tables lA through 2B are presented in Table 4A. For the OLS

regressions, the only statistic suggesting significant feedback (at a

significance level of 0.30 or better) is the NGNP on future, current,

and past M3 with sixteen lags. As Table lA shows, however, whiteness of

the residuals can be rejected at the 0.01 level for this regression.

This observation, along with the small number of degrees of freedom,

implies that this statistic must be interpreted cautiously.

For the HE regressions, three of four regressions show feedback

at the 0.30 level or better. Only M3 vs. NGNP (sixteen lags) fails to

show this result. For M3 vs. NGNP (nine lags), the future coefficients

are significant at the 0.29 level. The coefficients on leads for this

regression (Table 2B) are relatively large, but they are noisy, and only

the coefficient on lead four is statistically significant (at the 0.03

level). In addition, the entire regression fits poorly, so the signifi-

cance of the futures may be due simply to the noisy estimates on coeffi-

cients for past as well as future coefficients.

Both HE estimates for NGNP vs. M3 show evidence of feedback.

However, for the regression with sixteen lags, whiteness of the residual



vector can be rejected not only for the regression with leads but also

for the efficient regression under the null hypothesis at the 0.05 level

or better. Also, as noted above, only the coefficients on leads one and

six are large, the one on lead six being the only one with a marginal

significance level of better than 0.30. These observations suggest

caution in relying too heavily on this statistic as an indication of

feedback. Similar comments apply to the final F-statistic, at least as

far as the regression coefficients themselves are concerned. In this

case, however, the residual vector for the regression with leads and

lags is white, although the regression is derived from a first stage

result where whiteness was rejected at the 0.10 level.

The F-statistics for Granger-causality from the regressions in

Tables 3A and 3B are the final entries under each regression. For the

estimates, based on twelve lags of each variable, the F-statistics imply

that NGNP fails to Granger-cause M3 but that M3 Granger-causes NGNP (F

significant at the 0.22 level). The results for six lags on each variable

are consistent with these results; the F-statistic for significance of

M3 in explaining NGNP is 2.06, significant at the 0.11 level.

One interesting caveat to the above results is not shown in

the tables. Based on F-tests (on groups of coefficients from regressions

with twelve lags of each variable), one set of regressions of the form

given in Tables 3A and 3B were run with eight lags of M3, nine lags of

NGNP with M3 as dependent variable, and with ten lags of NGNP, eight

lags of M3 with NGNP as dependent variable. These two regressions

showed each variable Granger-causing the other, NGNP being significant

in M3 equation at the 0.22 level. The reverse regression showed lagged

M3 as significant, but it was also characterized by a distinctly non-

white residual vector (KS significant at the 0.10 level).

-*1



Table 4B presents some additional evidence about the possibility

of feedback. The statistics presented are not based on a rigorously

derived test for feedback, but they should contain useful information

bearing on the question. Essentially, the notion is this: Let Y rep-

resent the projection of Y on some set of variables 6, i.e.,

Y = E(YJe)

so that

Y = E(YG6) + e

where e is the residual orthogonal to all elements of 6. If an additional

set of variables, say Z, is then included in the information along with

6 so that we have E(Y (,Z), then the properties of the residual e should

change only if this information Z is truly a conditioning set of informa-

tion on which the projection of Y is defined.

Based on this notion, Table 4B presents the results of a

Kolmogorov-Smirnov test for the cumulative periodogram of residuals from

the OLS and HE regressions without and with leads. If this test suggests

that the distribution functions of the residuals from regressions with

leads differs from that of the regressions without leads, this result

will be taken as an indication of the failure to reject feedback. The

tabulated results suggest that only for the OLS and HE regressions of

NGNP on M3 with sixteen lags did the residual structure change (i.e., we

can reject identical distribution functions at the 0.05 level or better).

These findings are broadly consistent with those outlined above.

The final set of statistics bearing directly on the possibility

of Granger-causality between NGNP and M3 are given in Table 5. These

I



statistics are constructed as a test of the joint hypotheses that one

variable, say M3, fails to show feedback to NGNP in a two-sided test and

that M3 fails to help explain NGNP in a Granger test. The test is due

17/
to John Geweke and Warren Dent. Essentially, the test is based on

the notion that, under the null hypotheses, the residuals from the two

regressions are realizations drawn from independent distributions.

Based on this, a test statistic is derived from the two test statistics

as follows:

(i) From the Sims test we have FS(ns,ms), and

(ii) from the Granger test we have FG(n ,mg).

(iii) Using (i) and (ii), the test statistic is

nF + nsF

F(ng+ns ,m +m ) gG sS
g s g s n +n

g s

The statistics reported in Table 5 are derived from the F-

statistics reported for the regressions in Tables 2B and 3B. As the

results show, we can reject no feedback or absence of Granger-causality

at significance levels better than 0.20 in either direction. The sta-

tistics thus incorporate the indicated Granger-causality running from

NGNP to M3 as indicated by the Sims test and the reverse causality

indicated by the Granger test.

To summarize, we note that the results of the causality tests

between M3 and NGNP are mixed. There is source evidence, based on the

Sims tests, that the data are consistent with one-way Granger-causality

running from NGNP to M3. This result is consistent with the WGG results.

On the other hand, our results based on the Granger tests suggest the

data are consistent with unidirectional causality running from M3 to



NGNP, in contrast to the WGG results. The joint tests employed are

consistent with bidirectional Granger-causality.

Some Observations on the Possibility of
Structural Change

It was stated at the outset that a primary goal of this study

was to investigate the causal relations between money and income in the

U.K. during the post-WGG sample period. It is a distinct possibility

that because of monetary reforms and/or the change from a fixed to a

floating exchange rate system, the pattern of Granger-causality ex-

hibited by the data could change over the sample period.

Tables 6A through 9B present the results of rather weak tests

for structural change. The two-sided distributed lag regressions report-

ed in Tables IB and 2B are rerun twice: once with a 0-1 dummy (DUM1) to

account for the monetary reforms and once with a 0-1 dummy (DU1M2) to

account for the change from a fixed to a floating exchange rate. The

usual statistics are shown along with a AKS statistic, again testing the

hypothesis that the residual structure changed after adding leads and

dummy.

Comparing Table 6A with IB, we see that the inclusion of DUM1,

which is highly significant, dramatically alters the lag structure and

goodness of fit. In Table 6B we see that DUM2 is also significant,

though less so than DUM1, and that the changes in the estimated lag

structure are less than with DUM1. In neither case did the results

bearing on feedback change.

Comparison of Tables 7A and 7B with IB shows that inclusion of

either dummy variable does little to change the estimated two-sided lag



profile. The coefficient on DUMI is significant at the 0.18 level,

while that on DUM2 is not statistically significant. The evidence for

feedback remains unchanged when DUM2 is included, but the marginal

significance level of the F-statistic for feedback changes from 0.39 to

0.24 when DUM1 is included.

Tables 8A and 8B are the HE estimates for M3 on NGNP. Inclusion

of neither dummy markedly alters the lag distribution. Each dummary

variable is significant, DUMl being very significant. The inclusion of

DUMI does not change the F-statistic for feedback, but the presence of

DUM2 changes the marginal significance level of the F-statistic on leads

of NGNP from 0.29 to 0.16.

Tables 9A and 9B show the results for NGNP vs. M3 with the HE

procedure. Again, the lag distributions changed little. DUMl is sig-

nificant at the 0.11 level, but, as before for the OLS version of this

regression, DUM2 is not significant. The marginal significance level of

the F-statistic for feedback changes in the presence of DUTI1 from 0.13

to 0.06.

To summarize, dummy variables included to test for the effects

of structural changes showed statistically significant coefficients in

all cases except for those regressions of NGNP on M3 with DUM2, the

dummy for the change from fixed to floating exchange rates. The coef-

ficient on DUM1, the dummy variable for monetary reforms, always was

more significant in regressions of M3 on NGNP than in the reverse regres-

sions. To the extent that inclusion of either dummy variable altered

the feedback pattern, we note that with DUIl there was stronger evidence

in support of feedback from NGNP to M3, while with DUM2 there was increased

evidence of feedback in the reverse direction.



IV. Concluding Remarks

Evidence has been presented bearing on the patterns of Granger-

causality between money (M3) and nominal income (GNP) in the U.K. over a

period characterized by high inflation rates, monetary reforms, and

changes in the exchange rate structure. Many problems were encountered

with the study. The data are heavily trended and when lagged are highly

collinear. The sample size, determined by periods over which consistent

series could be formed, was too small to allow the lag lengths to be

extended as far as desired while retaining a reasonable number of degrees

of freedom.

Based on two types of tests, the Sims and Granger tests, and

on what were deemed reasonable marginal significance levels for the

available sample size, the results were mixed. Tests for feedback

suggest one-way feedback from NGNP to M3, while Granger-type tests

suggest the opposite result. A joint test, proposed by Geweke and Dent,

suggests that Granger-causality may run both ways. Finally, the inclu-

sion of dichotomous dummy variables to represent structural changes

indicated that such changes may be significant in explaining the money-

income relationships, and that if they affected the feedback structure,

it was likely in ways promoting bidirectional feedback.



Footnotes

1/
- See, e.g., Sargent and Wallace (1973), Sargent (1976),

Geweke (1975), and Mehra (1977).

2/
- For some thoughts seeking to rationalize Sims' results for

the U.S. and the WGG results for the U.K. in the context of a single,
open-economy model, see Putnam and Wilford (1977).

3/- Between 1971 and 1976, the GDP deflator rose at an average
yearly rate in excess of 15 percent.

- See Competition and Credit Control for a discussion of the
financial reform.

5/- See, e.g., Sheppard (1971) or Laidler and Parkin (1975).

6/
- For a critique of the usefulness of these relationships for

policy decisions, see Lucas (1976).

7/- The justification for the first procedure is, of course,
defined in Sims (1972). The justification for the second procedure may
be found in Sargent (1976). The conditions for both empirical proce-
dures are succinctly stated in Mehra (1977).

8/
- Gordon (1977) almost applies the latter technique in his

recent study of money, wages, and prices in eight countries. Gordon's
method differs by inclusion of contemporaneous terms on the right-hand

side of variables other than the dependent variable. It is not clear
from his discussion that he realizes that these tests are tests of a
slightly different notion of Granger-causality than we are considering.

9/- These data were supplied by David Howard, Board of Governors

of the Federal Reserve System. The money stock series are taken directly
from the Quarterly Bulletin of the Bank of England. The series on NGNP,
FGDP, NG&S, taxes, and subsidies are all taken directly from the Central

Statistical Office, Economic Trends and Economic Trends Annual Supplement.

10/ See Hannan (1963).

11/ ni/Here L is the lag operator, i.e., L X Xt t-n

12/12/See Lindgren (1968).

13/See Sims (1974), pp. 620-621.

14/
-These results are available on request.

15/
-See Sargent (1976) and Sims (1977) response.

16/
It is possible that a too narrow smoothing window may have

been chosen for these regressions.

17/
I am indebted to John Geweke for describing this test to me

in a private conversation.
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Table 3A

OLS Estimates and Tests for Granger-Causality

Period: 1967III-1975IV

Regression:

12

=t l Yit-i
i= 1

12

+ Xt6._
j=1

Y
Variable Lag

1
2
3
4
5
6
7
8
9

10

11

12

1
2
3
4
5
6
7
8
9

10

11

12

-2
R
s.e.

D. W.

K.S.
F(12,5)
F(4,5)
F(4,5)
F(12,5)

X

M3
Coefficient

.5332

.0164

.0553
-. 0014

.0324
-. 2532

-. 2745

.1830

-. 2180

.0102

-.3475

-. 1052

.0719

.0807

.0107

.2053
-. 1190

.1449

.3105

.4500

.4882

.0190

.0887

.0313

.9604

.0226
1.8823

.0413
4.8210

.1809

.2269

.6343

NGNP

t Sig.

(.4881) .3245

(.7551)

(.3713)

(1.0270)

(.0470)

(.9387)
(.9121)
(.7603)

Coefficient

.1243

.3269

.1427

.1576 (.2742)

.0183

.6143

.0436

-. 0175

-. 0044

-1.0230

-. 5121 (.5980)
- .1269

-.0728 (.3605)
.0624
.1955

.7855

-. 6807

-. 6104

.1822

.4346

.1138

-. 0132

.8630

-. 2404 (.6091)

.9577

.0167

1.9549
.0652

3.6460
1.6740
1.0900

2.0260

t Sig.

1.61 .1688

-2.10 .0902

1.87
-1.36

-1.17

.1203

.2314

.2953

1.86 .1221

(.0815)
(.2905)
(.4515)
(.2248)

L

Y



Table 3B

OLS Estimates and Tests for Granger-Causality
Period: 1967III-1975IV

Regression:

6

Yt = YiYt-i
i=l1

6
+ 6 .Xt-

j=1

Y

Variable Lag

Y

X

-2
R
s.e.

D.W.

K.S.

F(6,17)
F(6,17)

M3
Coefficient

1.0118 (.2489)

-. 0217

.0689

-. 1197
.0907 (.3916)

-.3575

.1045 (.1805)

.0779

-. 0618

.2590

-.2215

.2450 (.2407)

.9744

.0182

2.1093
.0515

26.4600 (.0000)
.9342 (.4960)

t Sig.

4.07 .0008

-1.19 .2520

1.32 .2044
-1.17 .2601

Coefficient

.5732

.0734

.1039

.1081

.1623

.5438

-.4443

-. 2097
.5830

.5010
-. 9551

.2349

.9251

.0222

2.2500

.0714

6.4790

2.0570

(.2206)

(.2942)

(.3042)

(.4787)

NGNP
t Sig.

2.60 .0188

1.85 .0820

-1.46 .1624

1.29
1.08

-2.00

.2149

.2966

.0623

(.0011)
(.1132)

+ e tt



Regression

OLS

M3 vs. NGNP

OLS

NGNP vs. M3

HE

M3 vs. NGNP

HE

NGNP vs. M3

Table 4A

F-Statistics in Tests for Feedback

F(6,6) Sig. F

1.2260 .4055

1.9120

.4796

3.1790

.2250

.8035

.0925

1

1

2

Table 4B

Kolmogorov-Smirnov Statistics for Comparison of

Residual Periodograms in Tests for Feedback*

AKS
16 Lags

.1073

Regression

OLS
M3 vs. NGNP

OLS

NGNP vs. M3

HE

M3 vs. NGNP

.1886

.0536

HE

NGNP vs. M3 .3016

Critical values: AKS = 0.170 for a = 0.05.
AKS = 0.204 for a = 0.01.

Sig.

.5821

(6,13)

.8072

.1440

.4000

.0250

.3912

.2861

.1348

9 Lags

.0279

.0984

.0477

.1244



Table 5

Joint F-Tests for Granger-Causality

Joint Hypothesis F(12,30) Sig.

No feedback from M3 to NGNP, 1.7285 .1100

M3 does not help predict NGNP

No feedback from NGNP to M3, 1.4796 .1865
NGNP does not help predict M3


