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A Generalized Equi l ibr ium Solution Concept for Game Theory 

by John Bryant 

Game theory is both at the heart of economics and without a de f in i t i ve 

so lu t ion . This paper proposes a so lu t ion . It i s argued that a dominance 

c r i t e r i on generates a , and perhaps the, generalized equi l ibr ium solut ion for 

game theory. F i r s t we provide a set theoretic perspective from which to view 

game theory, and then present and discuss the proposed so lu t ion . 



1. The Game 

F i r s t we describe a perspective from which to view game theory. Let A 

be the set of events, and le t T be the set of ind iv idua ls . For each tex, 

le t X t be the subset of A for which indiv idual t has her unique complete 

preordering (preference ordering) > t on points in X^. In game theory i t i s 

t yp i ca l l y assumed that events are probab i l i t y measures on outcomes and that 

X. = X £A for a l l t . Now we get to the con f l i c t part of game theory. For 

each t e i , there exists a co l lec t ion of subsets of A, W^, such that indiv idual 

t can r e s t r i c t events to belong to one of the sets in W .̂, S^ew^. The 

strategy of the indiv idual t is choice of a member of W^. In game theory i t 

is t yp i ca l l y assumed that for any co l lec t ion of sets 

k 
tex 

such that S^eWj. for a l l t , A"> is a point in X, and that for a l l t , S .̂eW. 

implies S, C X. 

The problem in game theory is to determine a preference ordering on the 

sets S^eWj. which is generated by the preference ordering > t on points in X. 

1.1 An Example 

As an example to c l a r i f y th is formulation of a game, consider the 

fol lowing two person game. 

A l 
A, 

Bl B2 
I II 

III IV 
(1) 

Then: 

x = j f p j , P H , P N I , P I V . ) | = 1, P . < [0,1] i = I, I I , I I I , IV } 
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IV 
>. i s determined by E P.U. ( i ) and s im i l a r l y for B. 

i=I 1 M 

W

A

 = [ S A I P * [ 0 ' 1 ] } w h e r e 

IV 

S A = [ ( p i> p n » p i i r p i v } I i=i p i = 1 ; p i < [ 0 ' 1 ] 1 = l> " » m » 

IV; Pj + P n = P = P J / C P J + P i n ] (independence ) J 

WB = [ , S B I P e [0'1 ] \ Where 

S B = [ ( p r p i r p m > p i v ) I = P ± " 1 ; P i e [ 0 ' 1 ] 1 = " » I H ' I V ' 

p, - P H I • p = p x / [ Pl * P n ] ] 

S A / ^ S B = [ A B ' A ( 1 _ 3 ) ' ( 1 _ A ) 6 ' ( 1 " A ) 



2. Dominance 

The problem of game theory is the extension of preferences over events 

to preferences over sets of events. 

There is one unambigious extension of preferences over events to prefer­

ences over sets of events, dominance, l e t > t be the s t r i c t preference 

of indiv idual tet defined in the obvious manner. • For sets of events S,S^ 

we define (strong s t r i c t ) dominance » t by S»j.S^ i f and only i f s £ S and s^eS^ 

implies s > . . I f the indiv idual picks S over no matter what happens the 

indiv idual is better of f . If S,S^ are not s t r i c t l y ranked by dominance, 

they are ind i f fe ren t . 

While th is use of dominance is standard, i t i s worth noting that i t d i f fe rs 

from standard game theoret ic use. Consider, for example, the two person game 

[3,p.123] 

Bl B2 
Al (10,10) (-10, 11) 

A2 (11,-10) ( U ) 

(2) 

In standard game theory use A2 dominates Al asl l>10 and 1 > -10, but not by 

our use as 1 < 10. The i n t u i t i ve notion behind the standard game theory 

use is that whatever indiv idual B does A is better of f playing A2. This is 

cor rec t , but i t does not imply that playing A2 necessar i ly makes A better 

of f . The indiv idual A is not choosing 11 over 10 or 1 or -10, but between 

the set { l l , i j and the set { l0, -lo} . The"natural" pair ing is i r r e l e ­

vant. To further convince oneself of t h i s , consider the game where the pai r ing 

is reversed. 

Our use of dominance is the natural extension of preference over events 

to preferences over sets of events when there i s no measure inherent to the 

set of events. It i s in th is sense on a par with expected u t i l i t y as the natural 

extension of preferences when there is an in tens i ty of preference and an 

inherent measure over se ts , probabi l i ty measure. 
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3. I terat ive Contraction by Dominance 

Dominance generates a preference ordering over the sets of events between 

which ind iv iduals choose. However, the dominance c r i t e r i on can be pushed 

a l i t t l e harder to generate an equi l ibr ium solut ion concept for the game. 

Consider the simple game. 

Bl B2 

Al (0,0) (-5,1) (3) 

A2 (1,0) (-6,1) 

B2 dominates B l , but Al and A2 are ind i f fe ren t , not ranked by dominance. 

However, as indiv idual B w i l l not play Bl indiv idual A can consider the 

contracted game 

B2 

Al (-5,1) 
A2 (-6,1) 

in which Al dominates A2. Dominance can be used to i t e ra t i ve l y contract a 

game. 

Let us formalize th is i t e ra t i ve contraction by dominance. To do so, 

we must introduce some addit ional notat ion. Let W = X W be the cross 
tex 1 

product of the co l lec t ions of sets of events to which ind iv iduals can res t r i c t 

the world. For any cross product of co l lec t ions of sets C =^X C .̂ ] C t C Ŵ. 

define R (C) = j s j s = /~ \ S , S e C.~ l . R (C) is then a set of events in X. 
L l e t J X > I 

For each t we define a delet ion function as fo l lows: F.(C) = 'AC. where 
V i c * t ' 

c t " f t ' I C t & V R [ C t ' X < X C v ) ] >»t R [ c t \ C t l x < x C v J • 
V e x V C T 
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We define the delet ion function to be F(C) = X F.(C). Then F(C)CC. Notice 
t e T 

that i f F t ( C ) c C t then F (C )» t [C \F (C ) ] . Now we are ready to formalize the 

contraction process. We define the co l l ec t i on of cross products of co l lec t ion 

of sets C using the fol lowing three propert ies: (1) We C (2) CeC implies 

F(C)eC (3) £ c j c ( T implies ( ~ ^ \ T - n e n •Cec ' i f and only i f ZfZ implies 

Tf does not sa t i s f y propert ies (1), (2) and (3). Notice that (f is a''nested 

co l lec t ion and i f C , C"eC and C ' ^ " C t then C ' » ( C " \ c ) . The solut ion to our 

i t e ra t i ve contraction process is V = H e . Notice that V = F(V) e C. 

CeC 

Our solut ion of the game does not generally produce a s ingle event, as 

can be seen by inspection of game (2) above. Between the strategies of our 

solut ion V indiv iduals are ind i f fe ren t , and anything can happen. There is no 

predict ion of a probab i l i t y measure over the outcomes included in V. A l l 

that can be predicted i s that one of them w i l l occur. This we refer to as 

unsystematic or chaotic behavior. We now turn to an analysis of the propert ies 

of th is so lu t i on , and a comparison of i t with Nash equi l ibr ium. 



4. Propert ies of the Solut ion 

In the analysis of the propert ies of the solut ion of i t e ra t i ve contrac­

t ion by dominance we proceed a b i t more formally with a set of proposi t ions. 

Proposit ion 1: I f W f (J then V f f). 

Proof: C ¥ § implies F(C) ^ <J). 

A predict ion that nothing occurs is meaningless, and our so lut ion never is 

th is pred ic t ion. 

A most important character izat ion of a solut ion is how i t re lates to 

the standard solut ion concept of Nash equi l ibr ium. F i r s t we define Nash 

equi l ibr ium in the above notat ion, then discuss the re la t ion of Nash equi l ibr ium 

and the proposed so lu t ions , and f i n a l l y demonstrate that the proposed solut ion 

s a t i s f i e s a generalized equi l ibr ium property. 

4.1 Nash Equi l ibr ium 

F i r s t we must define Nash equi l ibr ium. s e = t » S^ for S^£W for a l l 

t i s a Nash equi l ibr ium i f and only i f for a l l t s >•. ( O S ) f l S. for a l l 
VXT V 

e v ^ S^e S t r i c t preference defines strong Nash equi l ibr ium. The re la t ion of 

Nash equi l ibr ium to the solut ion of i terated contract ion by dominance is provided 

by the fol lowing proposi t ions. 
e e 

Proposit ion 2: If s is a Nash equi l ibr ium s cR(V). 

Proof: Consider a Nash equi l ibr ium s " = n s ! . 
teT Z 

Consider the co l lec t ion of cross products of co l lec t ions of sets C = ( c ' l c ' e C and 

S 6 e R(C ) \ . Then for a l l C £ C F ( A C ) e C. Therefore C = C. 
J C'eC 

A l l Nash equi l ibr ium are included in our so lu t ion . 
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Proposit ion 3: If R(V) E X, V is a strong Nash equi l ibr ium. 

Proof: Suppose V is not a strong Nash equi l ibr ium. Then there ex is ts 

for some tex S eW . , S f V such that X° = S. [\ ( A V,) >.R(V). Consider 
L U L L t J X 

J E T 

Stt 

C = ( c ' / c ' e C and s

t

e C J - ^ • A s i n t h e proof of proposit ion 2 C ='C, so O V— 

a cont rad ic t ion. 

I f our so lut ion is a s ingle event, that event is a strong Nash equi l ibr ium. 

Proposit ion 4: I f s is the unique (strong or otherwise) Nash equi l ibr ium 

of a game R(V) = s e does not necessar i ly hold. 

Proof: Consider the fol lowing two person game 
Bl B2 B3 

Al (10,10) (5,11) (1.1) 
A2 (9,7) (6,6) (1,1) 
A3 (1,1) (1,1) (2,2) 

(4) 

A3flB3 is the unique (strong) Nash equi l ibr ium but V is the ent i re game. 

4.2 Equi l ibr ium in Dominance 

We define a generalized equi l ibr ium with respect to dominance. Then i t is 

shown that both strong Nash equi l ibr ium and the solut ion of i terated contraction 

by dominance are such e q u i l i b r i a . 

F i r s t l e t us define equi l ibr ium with respect to dominance. C£W is an 

equi l ibr ium i f and only i f a l l tex: (1) C t £ . W t , (2) R[C t X ( v X T C v ) ] » t R [Wt\ 

C. X ( X c )] and (3) C . ' s a t i s f i e s (1) and (2) implies C, c C ' . 
1 vex v Z Z ~ Z 

v/ t 
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Proposit ion 5: For C = X S t > S teW. C is an equi l ibr ium i f and only i f 

C is a strong Nash equi l ibr ium. 

Proof: This fol lows immediately before from the de f i n i t i ons . 

Proposit ion 6: V is an equi l ibr ium. 

Proof: ( i ) The f i r s t property of equi l ibr ium that V £ W . holds by 

construct ion. 

( i i ) Consider a v io la t ion of the second property of equi l ibr ium: 

R [V t X(XV.) ] y>t R[W^V t X ( X V.) ] for some t. By convention i f W^V t ?0 the 
jeT ft 

s t r i c t preference does hold. For V^W^. there ex is ts S t / V t , S^eW^such that 

for some sets S^eV, jsrr and some veR(V) S r \ ( ( ^ S u ) > v. Consider C = { c ' l c ' e C 
Z J E T J 1 

3ft 

and S t e C t I. As in the proof of proposit ion 2 C = C, so VDV - - a cont rad ic t ion. 

( i i i ) Consider a v io la t ion of the th i rd property of equi l ib r ium: for some 

c j $ V t R [cJ X( X v\ ) ] » t R [W t \ cJ X( X V . ) ] . Then there ex is ts , StsCJpW 
J £X J £ X 

such that for some sets S^eV. jex and some vcR(V) S. ^ ( f\ S U ) >. v. Proceed 
. . . . . J J J " J 1 

as in ( n ) above. j7?t 

As many have observed, Nash equi l ibr ium is an incomplete solut ion concept. 

However, Nash equi l ibr ium is incomplete not because i t i so la tes too many points 

as so lu t ion , but too few. There is not in general enough structure imposed in 

a game to imply Nash equi l ibr ium as so lu t ion . We now turn to a spec i f i c 

c r i t i c i s m of Nash equi l ibr ium to make th is point. 
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4.3 A Cr i t i c i sm of Nash Equi l ibr ium 

Nash equi l ibr ium i s generated by a " log ica l process" that involves knowing 

the outcome of that process, c lea r l y a non sequitur. Nash equi l ibr ium is the 

resul t of a l i ne of reasoning "If I knew they were going to do X then I 

would do Y" and then f ind ing a f ixed point of th is process. However, i t i s 

part of the structure of the game that one does not know beforehand what the 

other payers are going to do. The al leged process s tar ts with a conjecture 

which does not hold by construct ion. Nash equi l ibr ium iso la tes events which 

are consistent with preferences, but not implied by preferences. 

The log ic behind Nash equi l ibr ium seems to be as fo l lows. If there is a 

solut ion to the game in the sense of a choice of a s ingle event, then that 

event must be "consistent" with preferences. Therefore Nash equi l ib r ium, 

the consistency c r i t e r i o n , iso la tes a l l candidates for so lu t ion . The problem is 

then viewed as i so la t ing one of the t yp i ca l l y mult iple Nash equ i l i b r i a as 

so lu t ion . For example, the requirement of perfect ion is used to delete some 

Nash equ i l i b r i a in dynamic games. The problem with th is whole log ic is in the 

"If" part of "If there is a so lu t i on " . The subsequent observations never erase-; 

the "If". The consistency c r i t e r i on is that i f I knew they were going to play 

a par t i cu la r Nash equi l ib r ium, then I would too, and th is holds for everyone. 

However, that statement does not imply that therefore a l l ind iv iduals are going 

to play the Nash equi l ibr ium. Pushing the arguement a b i t fa r ther , i f I knew 

they were going to play a par t i cu la r way that could only be because they would 

do so. In saying "I knew" the solut ion is already being asserted. 
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5. Weaker Preferences Over Sets of Events 

Now le t us consider whether the c r i t e r i on for preferences over sets of 

events can be weakened. Such a weakening, by reducing the "area of indi f ference" 

between sets of events, might reduce the scope of unsystematic or chaotic 

behavior. Such a weakening might reduce the s ize of the so lu t ion . 

4.1 Weaker Extensions of Preferences 

Al ternat ive extensions of preferences over events seem to be a reasonable 

place to s ta r t an analysis of a l ternat ive preferences over sets of events. Game 

theory is capturing the notion that ind iv iduals are ul t imately concerned with 

rea l ized parameters of the world (outcomes). It seems reasonable to maintain 

that not ion. Preference orderings are a summary of indiv iduals behavior with 

regard to gambols on those parameters. In par t i cu la r note that we have not 

assumed preferences to be independent, jus t taken them as given. 

We should s ta r t our analysis of a l ternat ive preferences over sets with 

a l ternat ive extensions of preferences over events. Individual behavior should, 

then, depend upon events in the manner that these are ref lected in the preference 

orderings. There is no inherent measure on the sets of events making up s t ra teg ies. 

Rankings of strategies should, then, depend only upon the preference orderings 

of the least and most preferred events in the sets (or appropriate l i m i t s ) . 

Clear ly our dominance c r i t e r i on is in th is c lass . By the (strong, s t r i c t ) 

dominance c r i t e r i on one set i s chosen over another i f the least preferred 

points of the chosen set are s t r i c t l y preferred to the most preferred points of 

the rejected set. 

There are several such weaker extensions of preference. Consider, for 

example, weak s t r i c t dominance. A set S weakly s t r i c t l y dominates a set S' 

i f seS and s ' e S 1 implies s ^ s 1 with s t r i c t preference holding for some 

s in S and some s ' in S ' . Weak s t r i c t dominance says that one set is chosen 



over another i f the least preferred points of the chosen set are preferred 

to the most preferred points of the rejected se t , and the most preferred 

points of the chosen set are s t r i c t l y preferred to the least preferred 

points of the rejected set. Other common c r i t e r i a are minimax which orders sets 

by the i r least preferred points and maximin which orders sets by the i r most 

preferred points. 

A problem with such weaker preference c r i t e r i a is that they do not tend 

to produce equi l ibr ium so lu t ions. Consider, for example, the simple two 

person zero sum game 

Bl B2 
1 -1 
1 1 

With contraction by weak s t r i c t dominance the solut ions is A2/~\B2, but given 

A2 indiv idual B should be ind i f ferent between Bl and B2. Or consider the 

fol lowing two person game: 

Bl B2 
Al (-1,-1) (2,0) 

A2 (1,1) (0,0) 
(6) 

By the minimax c r i t e r i on A 2 A B 2 is the solut ion but indiv idual A prefers 

A i r \ B 2 and indiv idual B prefers A2/"NB1. By the maximin c r i t e r i on A l / ^ B l 

is the solut ion but indiv idual A prefers A2/^B1 and indiv idual B prefers 

A l A B 2 . Our basic point is simple. Unless sets are ranked by strong s t r i c t 

dominance deletions of portions of these sets from consideration can remove 

or reverse the preference ordering. One can use a modified contract ion process 

of modified preference c r i t e r i a in which delet ions which would not subsequently be 

overturned are made. 
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4.2 Weaker Preferences Over Strategies 

Having considered extensions of preferences over events, the remaining 

p o s s i b i l i t y i s preferences over st rategies themselves, rather than ul t imately 

over outcomes. Yet more is added to our descr ipt ion of the indiv idual psyche. 

We w i l l consider only three such addit ional preferences which seem consistent 

with the preferences over events imposed in game theory. 

One example of such a consistent preference is Nash equi l ibr ium. People 

may simply have a taste for a par t i cu la r Nash equi l ibr ium. By de f in i t i on 

such a taste is consistent with preferences over events. It i s , however, a 

s ingle par t i cu la r and pecul iar tas te , which should not be the basis of a l l 

game theory. Another, and to some readers perhaps more p laus ib le , such preference is 

the use of the standard game theoret ic dominance c r i t e r i on in the i t e ra t i ve 

contract ion procedure. The th i rd and las t such consistent preference which wc 

consider is " jo in t dominance". CC W is j o i n t l y dominant i f (1) for a l l tex 

R(C)» tR[W\C] and (2) C 1 s a t i s f i e s (1) implies CC C 1 . For example, in game (4) 

above th is solut ion el iminates strategies A3 and B3. To some readers th is solut ion 

may seem a p lausib le supplement to the i t e ra t i ve contract ion by dominance 

solut ion of the or ig ina l game, rather than an added preference over s t ra teg ies . 

However, a l l of these examples share the same flaw as solut ions to the or ig ina l 

game. They a l l i m p l i c i t l y s tar t with the conjecture "If I knew they were 

goi ng to do X . . . . " 
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5. The Cooperative Game 

Only noncooperative games have been treated. This i s , nonetheless, a 

complete treatment of game theory. Cooperative games should be reformulated 

as noncooperative dynamic games. This idea goes back to Nash [6] . 

The game as a complete model is a complete descr ipt ion of the relevant 

environment. In a game at a point in time a l l players decide which S.eW to 

r e s t r i c t the world to. At th is point in time a l l previous conversations, 

agreements, and so on, are i r re levant . Therefore, cooperation is impossible. 

The fact of having to make independent choices at a point in t ime, the basic 

structure of the game i t s e l f , rules out cooperation in that choice. The coopera­

t i ve game v io la tes a basic assumption of U t i l i t a r i a n i s m , indiv idual choice. 

This arguement does not imply that game theory cannot confront the existence 

of coa l i t i ons . One can have a coa l i t i on i f ind iv iduals can phys ica l ly bind 

themselves to strategies p r io r to the decision point of a game. But that 

decision to bind oneself must come at a par t i cu la r previous point , a point of 

time in which the decision to bind can be analyzed as another noncooperative 

game. Coal i t ions appear in a sequence of noncooperative games in which 

decisions in ear ly games determine the W.'s of la te r games. The whole 

sequence of games should be analyzed at the i n i t i a l point as a noncooperative 

super game. That there may be many possible sequences of noncooperative games 

corresponding to a s ingle cooperative game does not inva l idate th is procedure. 

Quite the contrary. Rather, i t implies that a search for a general solut ion to 

a cooperative game is f r u i t l e s s as the cooperative game is not a well-posed 

problem. The cooperative game provides only a par t ia l descr ipt ion of the r e l e ­

vant environment. Loosely speaking, in removing the key assumption of indepen­

dent choice by al lowing binding contracts, the cooperative game renders the 

model incomplete. Addit ional structure must be provided to replace the deleted 

assumption. 



It i s worth noting that the preceding arguement immediately implies 

that in dynamic games only perfect equ i l i b r i a should be treated (although 

the equi l ibr ium should be our solut ion,not Nash equi l ib r ium). A person 

can no more cooperate with hersel f at a la te r date than can two indiv iduals 

cooperate. This point is also made in [1]. 
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6. Concluding Comments 

In many textbook games our proposed solut ion is the ent i re game. A l l that 

can be said i s that one of the outcomes w i l l occur. This may seem to provide 

a very weak tool for economic ana lys is . It i s not obvious that th is is 

cor rec t , however. Textbook games may be rare ly observed pathologies. For 

example, the game theoret ic foundation of competitive equi l ibr ium provided 

in [2] uses Nash equi l ibr ium. However with a s l i gh t strengthening of assumptions 

the i t e ra t i ve contract ion by dominance solut ion is the same.—'' This competitive 

solut ion is an example of the f i na l o f fer [4,7, 9 ] , which is one approach to 

cooperative ac t ion . In the f i na l of fer a trader uses a technology of openly 

p r io r l y binding hersel f to a strategy consist ing of no trade and a set of 

trades. In contrast to the competitive s i tuat ion in the simple bargaining 

problem the player making the f i na l o f fer chooses the monopoly so lu t ion . 

O l i gopo l i s t i c spec i f i ca t ions do generate chaos as solut ion because by our domi­

nance c r i t e r i on only technologies which generate the competitive or monopolistic 

solut ions are systemat ical ly used. The properties of the environment which 

determine who must or can and does systemat ical ly use what f i na l of fer technology 

become an in terest ing subject for study. [8] i ns i s t s on the importance of 

technologies of exchange. However, complete model has to generate strategy 

sets endogenously, a non- t r i v ia l task. Strategy sets are determined by the 

envi ronment. 

Las t l y , le t us note that the a b i l i t y of indiv iduals to a l te r the environment 

in reaction to the p o s s i b i l i t y of unsystematic behavior might seem an in te r ­

est ing subject for study. If economic agents share the s c i e n t i s t ' s d i s l i k e for 

point to set mappings they may try to el iminate unsystematic behavior from the 

environment. However we must predict that economic agents' only systematic 

behavior in th is regard is to so a l te r the environment when the resu l t i s 

— For example, a l l firms are potent ial entrants. 
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preferred to the best resu l t of the chaotic game, and no to do so i f the resul t 

is worse than the worst resu l t of the chaotic game. Of course the environ­

ment may generate l i t t l e unsystematic behavior i f , for example, the rea l iza t ions 

of outcomes in chaotic games involve the creation of ins t i tu t ions which 

el iminate future chaotic games from the environment. 
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