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A Generalized Equilibrium Solution Concept for Game Theory

by John Bryant

Game theory is both at the heart of economics and without a definitive
solution. This paper proposes a solution. It is argued that a dominance
criterion generates a, and perhaps the, generalized equilibrium solution for
game theory. First we provide a set theoreticperspective from which to view

game theory, and then present and discuss the proposed solution.



1. The Game
First we describe a perspective from which to view game theory. Let A

be the set of events, and Tlet T be the set of individuals. For each tet,
let Xt be the subset of A for which individual t has her unique complete
preordering (preference ordering) >4 On points in Xt. In game theory it is
typically assumed that events are probability measures on outcomes and that
Xt = X CA for all t. Now we get to the conflict part of game theory. For
each tet, there exists a collection of subsets of A, Nt, such that individual
t can restrict events to belong to one of the sets in wt, stawt. The
strategy of the individual t is choice of a member of Nt. In game theory it
is typically assumed that for any collection of sets

g

tet

such that Stew for all t, l“\St is a point in X, and that for all t, S, eW

{7 tTt

implies St Cx.

The problem in game theory is to determine a preference ordering on the
sets Stewt which is generated by the preference ordering ¢ On points in X.
1.7 An Example

As an example to clarify this formulation of a game, consider the

following two persaon game.

B1 B2
AZ 111 Iv

Then:
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2. Dominance
The problem of game theory is the extension of preferences over events
to preferences over sets of events.
There is one unambigious extension of preferences over events to prefer-

ences over sets of events, dominance. let >, be the strict preference

t
of individual tet defined 1in the obvious manner. . For sets of events S,S1
we define (strong strict) dominance >>y by S>>tS] if and only if s €S and s]eS1

implies s> 51. If the individual picks S over S1 no matter what happens the

t
individual is better off. If S,S] are not strictly ranked by dominance,
they are indifferent.

While this use of dominance is standard, it is worth noting that it differs
from standard game theoretic use. Consider, for example, the two person game
[3,p.123]

B1 B2 (2)
Al1| (10,10) | (-10, 11)

In standard game theory use A2 dominates Al as11>10 and 1 > -10, but not by
our use as 1 < 10. The intuitive notion behind the standard game theory
use is that whatever individual B does A is better off playing A2. This is
correct, but it does not imply that playing A2 necessarily makes A better
off. The individual A is not choosing 11 over 10 or 1 or -10, but between
the set {ﬁ], 1} and the set {10, ~Hﬂ . The"natural' pairing is irrele-
vant. To further convince oneself of this, consider the game where the pairing
is reversed.

Our use of dominance is the natural extension of preference over events
to preferences over sets of events when there is no measure inherent to the
set of events. It is in this sense on a par with expected utility as the natural
extension of preferences when there is an intensity of preference and an

inherent measure over sets, probability measure.



3. Iterative Contraction by Dominance

Dominance generates a preference ordering over the sets of events between
which individuals choose. However, the dominance criterion can be pushed
a little harder to generate an equilibrium solution concept for the game.

Consider the simple game.

B1 B2

A1)(0,0) | (-5,1) (3)
a2 (1,00 | (-6,1)

B2 dominates B1, but Al and A2 are indifferent, not ranked by dominance.
However, as individual B will not play Bl individual A can consider the

contracted game

B2
AT (-5,1)
A2 (-6,1)

in whichAl dominates A2. Dominance can be used to iteratively contract a
game.
Let us formalize this iterative contraction by dominance. To do so,

we must introduce some additional notation. Let W = X wt be the cross
tet
product of the collections of sets of events to which individuals can restrict

the world. For any cross product of collections of sets C ={:X Ct I Cé; w;}
tet

define R (C) = {s]s =M Se» Sy € ct} . R (C) is then a set of events in X.
LET
For each t we define a deletion function as follows: Ft(C) = /q\ Cl where
o
t

* 1 1 1 1
€. = {I:t { C, CCy» RIC, X(XC,)] »>, RIC\C, "X(X cv]} :
VET VeT

vt V£t



We define the deletion function to be F(C) = X Ft(C). Then F(C)Ep, Notice
that if Ft(C)cCt then F(C)>>t[C\F(C)]. Now wzsgre ready to formalize the
contraction process. We define the collection of cross products of collection
of sets T using the following three properties: (1) He'ﬁ (2) CeC implies
F(C)ed  (3) {b.}girimp1ies /W{C} e T. Then CeC if and only if C;Elimp1ies
T does not satisfy properties (1)? (2) and (3). Notice that C is & nested
collection and if Ci, C"eg and CéCC:.' then C'>>t(C"\C’). The solution to our

~
iterative contraction process is V =M. Notice that V = F(V) ¢ C.
Ce

Our solution of the game does not generally produce a single event, as
can be seen by inspection of game (2) above. Between the strategies of our
solution V individuals are indifferent, and anything can happen. There is no
prediction of a probability measure over the outcomes included in V. A1l
that can be predicted is that one of them will occur. This we refer to as
unsystematic or chaotic behavior. We now turn to an analysis of the properties

of this solution, and a comparison of it with Nash equilibrium.



4, Properties of the Solution

In the analysis of the properties of the solution of iterative contrac-
tion by dominance we proceed a bit more formally with a set of propositions.

Proposition 1: If W ¢ Q then V # 0.

Proof: C # § implies F(C) % 9.
A prediction that nothing occurs is meaningless, and our solution never is
this prediction.

A most important characterization of a solution is how it relates to
the standard solution concept of Nash equilibrium. First we define Nash
equilibrium in the above notation, then discuss the relation of Nash equilibrium
and the proposed solutions, and finally demonstrate that the proposed solution
satisfies a generalized equilibrium property.
4,1 Nash Equilibrium

First we must define Nash equilibrium. s = {;} Si for si«ewt for all
t is a Nash equilibrium if and only if for all t Seit (f1 Sﬁ)f"\st for all

_— . vt .

Ste AE\St. Strict preference defines strong Nash equilibrium. The relation of
Nash equilibrium to the solution of iterated contraction by dominance is provided
by the following propositions.

Proposition 2: If Se is a Nash equilibrium se eR(V).

Proof: Consider a Nash equilibrium Se =N Se.
ter

A ~
Consider the collection of cross products of collections of sets C = {F'\C'ec and

s€ ¢ R(C')]. Then for all -{f_c_:E F(/'\_C_') € € Therefore C = C.
C'eC
A11 Nash equilibrium are included in our solution.



Proposition 3: If R(V) € X, V is a strong Mash equilibrium.
Proof: Suppose V is not a strong Nash equilibrium. Then there exists
for some tet stgwt, St # Vt such that X° = Sth (f\Vj) 3tR(V). Consider
jert
j#t
’E = {C] IC]eE’ and stecl}. As in the proof of proposition 2 ?I ='(\:f, so VD V--
a contradiction.
If our solution is a single event, that event is a strong Nash equilibrium.
Proposition 4: If s€ is the unique (strong or otherwise) Nash equilibrium
of a game R(V) = s€ does not necessarily hold.

Proof: Consider the following two person game

B B2 B3
m | (0,10) | (5,11) | (1,1)
A2 | (9,7) 6,6) | (1,1) (4)
A3 | (1,1) (1,1) (2,2)

A3NB3 is the unique (strong) Nash equilibrium but V is the entire game.

4.2 Equilibrium in Dominance

We define a generalized equilibrium with respect to dominance. Then it is
shown that both strong Nash equilibrium and the solution of iterated contraction
by dominance are such equilibria.

First let us define equilibrium with respectto dominance. C € W is an

equilibrium if and only if all ter: (1) C, &M, (2) RIC, X (X.C,)]>> , R [We\

vie
vit

C, X ( X Cv)] and (3) Ct' satisfies (1) and (2) implies CtS Ct’.
VET
vt



Proposition 5: For C = X S¢» SyeMy C is an equilibrium if'and only if
‘tet
C is a strong Nash equilibrium.

Proof: This follows immediately before from the definitions.
Proposition 6: V is an equilibrium.
Proof: (i) The first property of equilibrium that Vﬂ;bﬁzholds by

construction.

(i) Consider a yiplation of the second property of equilibrium:

R [vtx(xvj)] ?6t R[W%\Vtx (‘éTVj}] for some t. By convention if WA V=D the
jet %ft i
jft

strict preference does hold. For Vt#Ht there exists stgvt, Stawt,such that
u . u . A ; ~
for some sets Sjevj jet and some veR(V) St{”\((ﬂ\sj)_itv. Consider C = C lclgC

jet
Jj#t

and stect'} . As in the proof of proposition 2 c =ﬁ6, so VIV - - a contradiction.

(ii1) Consider a violation of the third property of equilibrium: for some

1

1 1 - |
Cp 3 Vi RICy X( X V;)] >> RIWACL X( X V,)]. Then there exists SV, , SieCQh,

JET Jet
jtt J7t
such that for some sets S?avj jet and some veR (V) Stf\( f"\ S?) >y Ve Proceed
Jet
as in (ii) above. Jrt

As many have observed, Nash equilibrium is an 1n¢0mp1ete solution concept.
However, Nash equilibrium is incomplete not because it isolates too many points
as solution, but too few. There is not in general enough structure imposed in
a game to imply Nash equilibrium as solution. We now turn to a specific

criticism of Nash equilibrium to make this point.



4.3 A Criticism of Nash Equilibrium
Nash equilibrium is generated by a "logical process" that involves knowing

the outcome of that process, clearly a non sequitur. Nash equilibrium is the

result of a Tine of reasoning "If I knew they were going to do X then I
would do Y and then finding a fixed point of this process. However, it is
part of the structure of the game that one does not know beforehand what the
other payers are going to do. The alleged process starts with a conjecture
which does not hold by construction. Nash equilibrium isolates events which
are consistent with preferences, but not implied by preferences.

The logic behind Nash equilibrium seems to be as follows. If there is a
solution to the game in the sense of a choice of a single event, then that
event must be "consistent" with preferences. Therefore Nash equilibrium,
the consistengycriterion, isolates all candidates for solution. The problem is
then viewed as isolating one of the typically multiple Nash equilibria as
solution. For example, the requirement of perfection is used to delete some
Nash equilibria . in dynamic games. The problem with this whole logic is in the
"If" part of "If there is a solution". The subsequent observationsnever erase:
the "If". The consistencycriterion is that if I knew they were going to play
a particular Nash equilibrium, then I would too, and this holds for everyone.
However, that statement does not imply that therefore all individuals are going
to play the Nash equilibrium. Pushing the arguement a bit farther, if I knew
they were going to play a particular way that could only be because they would

do so. In saying "I knew" the solution is already being asserted.
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5. MWeaker Preferences Over Sets of Events

Now Tet us consider whether the criterion for preferences over sets of
events can be weakened. Such a weakening, by reducing the "area of indifference"
between sets of events, might reduce the scope of unsystematic or chaotic
behavior. Such a weakening might reduce the size of the solution.

4.1 Weaker Extensions of Preferences

Alternative extensions of preferences over events seem to be a reasonable
place to start an analysis of alternative preferences over sets of events. Game
theory is capturing the notion that individuals are ultimately concerned with
realized parameters of the world (outcomes). It seems reasonable to maintain
that notion. Preference orderings are a summary of individuals behavior with
regard to gambols on those parameters. In particular note that we have not
assumed preferences to be independent, just taken them as given.

We should start our analysis of alternative preferences over sets with
alternative extensions of preferences over events. Individual behavior should,
then, depend upon events in the manner that these are reflected in the preference
orderings. There is no inherent measure on the sets of events making up strategies.
Rankings of strategies should, then, depend only upon the preference orderings
of the least and most preferred events in the sets (or appropriate limits).
Clearly our dominance criterion is in this class. By the (strong, strict)
dominance criterion one set is chosen over another if the least preferred
points of the chosen set are strictly preferred to the most preferred points of
the rejected set.

There are several such weaker extensions of preference. Consider, for
example, weak strict dominance. A set S weakly strictly dominates a set S'

if seS and s'eS' implies s>, s' with strict preference holding for some

t
Weak strict dominance says that one set is chosen

s in S and some s' in S'.
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over another if the least preferred points of the chosen set are preferred
to the most preferred points of the rejected set, and the most preferred
points of the chosen set are strictly preferred to the least preferred
points of the rejected set. Other common criteria are minimax which orders sets
by their least preferred points and maximin which orders sets by their most
preferred points.

A problem with such weaker preference criteria is that they do not tend
to produce equilibrium solutions. Consider, for example, the simple two

person zZero sum game

Bl B2
Al T = (5)
A2 [ ]

With contraction by weak strict dominance the solutions is A2/M\B2, but given
A2 individual B should be indifferent between Bl and B2. Or consider the

following two person game:

B1 B2
Al [(-1,-1) (2,0) (6)
A2 |(1,1) (0,0)

By the minimax criterion A2/\B2 is the solution but individual A prefers

A1/\B2 and individual B prefers A2/\B1. By the maximin criterion Al /\B1

is the solution but individual A prefers A2/M\B1 and individual B prefers

A1/N\B2. Our basic point is simple. Unless sets are ranked by strong strict
dominance deletions of portions of these sets from consideration can remove

or reverse the preference ordering. One can use a modified contraction process

of modified preference criteria in which deletions which would not subsequently be

overturned are made.
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4.2 Weaker Preferences Over Strategies

Having considered extensions of preferences over events, the remaining
possibility is preferences over strategies themselves, rather than ultimately
over outcomes. Yet move is added to our description of the individual psyche,
We will consider only three such additional preferences which seem consistent
with the preferences over events imposed in game theory.

One example of such a consistent preference is Nash equilibrium. People
may simply have a taste for a particular Nash equilibrium. By definition
such a taste is consistent with preferences over events. It is, however, a
single particular and peculiar taste, which should not be the basis of all
game theory. Another, and to some readers perhaps more plausible, such preference is
the use of the standard game theoretic dominance criterion in the iterative
contraction procedure. The third and last such consistent preference which we
consider is "joint dominance". CCW is jointly dominant if (1) for all tet
R(C)>>tR[N\C] and (2) C1 satisfies (1) implies CS:C1. For example, in game (4)
above this solution eliminates strategies A3 and B3. To some readers this solution
may seem a plausible supplement to the iterative contraction by dominance
solution of the original game, rather than an added preference over strategies.
However, all of these examples share the same flaw as solutions to the original
game. They all implicitly start with the conjecture "If I knew they were

going todo X . . ..
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5. The Cooperative Game

Only noncooperative games have been treated. This is, nonetheless, a
complete treatment of game theory. Cooperative games should be reformulated
as noncooperative dynamic games. This idea goes back to Nash [6].

The game as a complete model is a complete description of the relevant
environment. In a game at a point in time all players decide which stewt to
restrict the world to. At this point in time all previous conversations,
agreements, and so on, are irrelevant. Therefore, cooperation is impossible.

The fact of having to make independent choices at a point in time, the basic
structure of the game itself, rules out cooperation in that choice. The coopera-
tive game violates a basic assumption of Utilitarianism, individual choice.

This arguement does not imply that game theory cannot confront the existence
of coalitions. One can have a coalition if individuals can physically bind
themselves to strategies prior to the decision point of a game. But that
decision to bind oneself must come at a particular previous point, a point of
time in which the decision to bind can be analyzed as another noncooperative
game. Coalitions appear in a sequence of noncooperative games in which

decisions in early games determine the W_'s of later games. The whole

t
sequence of games should be analyzed at the initial point as a noncooperative
super game. That there may be many possible sequences of noncooperative games
corresponding to a single cooperative game does not invalidate this procedure.
Quite the contrary. Rather, it implies that a search for a general solution to
a cooperative game is fruitless as the cooperative game is not a well-posed
problem. The cooperative game provides only a partial description of the rele-
vant environment. Loosely speaking, in removing the key assumption of indepen-
dent choice by allowing binding contracts, the cooperative game renders the

model incomplete. Additional structure must be provided to replace the deleted

assumption.
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It is worth noting that the preceding arguement immediately implies
that in dynamic games only perfect equilibria should be treated (although
the equilibrium should be our solution,not Nash equilibrium). A person
can no more cooperate with herself at a later date than can two individuals

cooperate. This point is also made in [1].
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6. Concluding Comments

In many textbook games our proposed solution is the entire game. A1l that
can be said is that one of the outcomes will occur. This may seem to provide
a very weak tool for economic analysis. It is not obvious that this is
correct, however. Textbook games may be rarely observed pathologies. For
example, the game theoretic foundation of competitive equilibrium provided
in [2] uses Nash equilibrium. However with a slight strengthening of assumptions
the iterative contraction by dominance solution is the same.lf This competitive
solution is an example of the final offer [4,7, 9], which is one approach to
cooperative action. In the final offer a trader uses a technology of openly
priorly binding herself to a strategy consisting of no trade and a set of
trades. In contrast to the competitive situation in the simple bargaining
problem the player making the final offer chooses the monopoly solution.
Oligopolistic specifications do generate chaos as solution because by our domi-
nance criterion only technologies which generate the competitive or monopolistic
solutions are systematically used. The properties of the environment which
determine who must or can and does systematically use what final offer technology
become an interesting subject for study. [8] insists on the importance of
technologies of exchange. However, complete model has to generate strategy
sets endogenously, a non-trivial task. Strategy sets are determined by the
environment.

Lastly, Tet us note that the ability of individuals to alter the environment
in reaction to the possibility of unsystematic behavior might seem an inter-
esting subject for study. If economic agents share the scientist's dislike for
point to set mappings they may try to eliminate unsystematic behavior from the
environment. However we must predict that economic agents' only systematic

behavior in this regard is to so alter the environment when the result is

1/ For example, all firms are potential entrants.
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preferred to the best result of the chaotic game, and no to do so if the result
is worse than the worst result of the chaotic game. Of course the environ-

ment may generate little unsystematic behavior if, for example, the realizations
of outcomes in chaotic games involve the creation of institutions which

eliminate future chaotic games from the environment.
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