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Notes on Difference Equations and Lag Operators 

The backward s h i f t or lag operator i s defined by 

L X t = V l 

(1) L n X = X for n = . . . - 2 , - 1 , 0 , 1 , 2 , . . . 
t t -n 

Mult ip ly ing a variable X by L n thus gives the value of X shi fted back 

n periods. Notice that i f n < 0 in (1), the effect of mult iply ing X by 

L n is to s h i f t X forward in time by (-n) periods. 

We s h a l l consider polynomials in the lag operator 

A(L) = a 4- a1 L + a 2 L 2 + . . . 

= >• a. L J , 
j=o J 

where the a. 's are constants and iP = 1. Mult ip ly ing X̂  by A(L) y ie lds 
J t 

a moving sum of X s: 

A(L) X = (aQ+a 1L+a 2L
2+...) Xfc 

= a 0 X t + a l X t - 1 + a 2 X t - 2 + * 

= A a. X 
j-o J 

Tt i s generally convenient to work with polynomials A(L) that 

are " r a t i o n a l , 1 1 meaning that they can be expressed as the r a t i o of two 

( f i n i t e order) polynomials in L: 

A ( L ) = B O i 
A { L ) C(L) 
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whore 

m n 
B(L) = yt b. L J , C(L) = Y j C. L where 

j=0 1 j=0 3 

the b j T s and C_.1 s are constant. Assuming that A(L) i s rat iona l amounts 

to imposing a more economical and r e s t r i c t i v e parameterization on the a, 
•j 

To take the simplest example of a rat iona l polynomial in L, 

consider 

(2) A(L) = ^ . 

For the scalar |c| < 1, we know that 

(3) ^ = H C + C 2 + , . . , 

This suggests treating AL of (2) exactly l i k e the C of (3) to get 

( 4 ) j ~ = 1 + A L + X 2 L 2 + 

an expansion which i s sometimes only "useful" so long as | A | < 1 . To 

prove that the equality ( 4 ) i s true, mult iply both sides of ( 4 ) by 

( 1 - A L ) to obtain 

1 = A L = 1 = ( 1 + A L + A 2 L 2 + . . . ) - A L ( l - f A L 4 - A L 2 + . . . ) = 1 , 

which holds for any value of A , not just values of A obeying | A [ < 1 . 

The reason that sometimes we say that ( 4 ) i s "useful" only i f | A | < 1 

derives from the fol lowing argument. We intend often to mult iply 

1 / ( 1 - A L ) by Xfc to obtain the i n f i n i t e moving sum 

O) JZJJ- X

T

 = ( 1 + A L + A 2 L 2 + . . . ) X t 

£ A 1 X . . 
i=0 t " 1 
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Consider this sum for a path of X which i s constant over time, so that 

X . = X for a l l i and a l l t . Then the sum of (5) becomes 
t - i 

oo 

1 X = x z x 1 

X - A L T 1 - 0 

The sum >: X1 equals ( l / ( l -X) ) i f |x| < 1. 
i = 0 

But i f |x| > 1 that sum is unbounded, being -I- OT i f X >_ 1. We w i l l sometimes 

(though not always) be applying the polynomial in the lag operator ( 4 ) 

in s i tuat ions in which i t i s appropriate to go i n f i n i t e l y far back in 

time; and we sometimes f ind i t necessary to i n s i s t that in such cases the 

i n f i n i t e sum in (5) exist where X has been constant through time. This 

is what leads to the requirement sometimes imposed that [x| < 1 in (4). 

As we s h a l l see, however, in standard analyses of difference equations, which 

take the s tar t ing point of a l l processes as some point only f i n i t e l y far 

back into the past, the requirement that |x| < 1 need not be imposed in ( 4 ) . 

It i s useful to note that there is an a l ternat ive expansion for 

the "geometric" polynomial l / ( l - X L ) . For notice that 

( 6 ) 

_ 1 _ 

1 XL 
1 - A L 1 - 1 

1 A L 

z l ( 1 + I L - l + ( I ) 2 L - 2 + B - 0 

an expansion which i s especia l ly "useful" where | A | > 1 , i . e . , where 

| 1 / A J < 1 . So ( 6 ) implies that 

i x = . ! , „ * x. 
1 - A L t A t + 1 A 2 t + 2 
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" " E X t + i ' 

i= l A 

which shows (1/(1-AL) ) X to be a geometrically decl in ing weighted 

sum of future values of X. Notice that for this i n f i n i t e sum to be 

f i n i t e for a constant time path X ^ = X for a l l i and t , the series 

- £ (-) 
i=l A 

must be convergent, which requires that [ —| < 1. 
A 

To i l l u s t r a t e how polynomials in the lag operator can be 

manipulated, consider the difference equation 

(7) Y t = AY t _ x 4- b X t 4- a t = — , . . . , 0 , 1 , 2 , 

where i s an exogenous variable and i s an endogenous var iable . 

Write the above equation as 

(1-AL) Y = a 4- b X . 
t t 

Dividing both sides of the equation by (1-AL) gives 

3 + -At-X 
t 1-AL 1-AL V 

(8) Y = + b T, A 1 X. , 
C i _ A i=0 t _ 1 

00 00 

since a/(1-AL) = Z A X a = a Z A 1 = a / ( l - A ) provided | A | < 1. So 
i=0 i=0 

the f i r s t - o r d e r difference equation (7) and the geometric d is t r ibuted 

lag equation (8) are equivalent. Equation (8) can be regarded as the 

"so lut ion" to (7), since i t describes the entire path of Y associated with 

a given time path for X. Notice that for the Y defined by (8) to be 



- 5 -

f i n i t e , \ x

t - ± m u s t b e "small" for large i . More prec ise ly , we require 

oo 

(9) lira E X1 X = 0, for a l l t . 
n w i=n 

For the case of X constant for a l l time, X ^ = X a l l i and t , th is 

condit ion becomes 

- >n 

l im X — = 0, 
_ L ~ A 

00 

which requires |x| < 1. Notice also that the i n f i n i t e sum a E X1 in 
i=0 

(8) i s f i n i t e only i f |x| < 1, in which case i t equals a/ ( l -X ) , or i f 

a = 0, in which case i t equals zero regardless of the value of X. We 

tentat ively assume that |x| < 1. 

For analyzing difference equations with arb i t rary i n i t i a l 

conditions given, i t i s convenient to rewrite (8) for t > 0 as 

t-1 . «> t-1 . 
Y = a E X 1 + a E X1 + b E X1 X . 

1 i=0 i=t i=0 t " 1 

4- b £ X1 X 
i=t t " 1 

- a ( l - ^ ) + aA* t " 1 i 

+ b X*1 £ X 1 X 
i=0 U 1 

n tv t -1 . 
(10) = ^ r - 1 + b E x 1 X, . 

t 1-X i = Q t - i 

+ ^ (TTT + b E X 1 X n . t > 1 
1 A i=0 ° " i 

The term in braces equals Y Q , as reference to expression (8) w i l l 

confirm. So (10) becomes 
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\ = ^ T T 1 + b E A X . + A 1 " Y t 1 - A i = Q t - i 0 

or 

(11) Y = r ~ + A 1 1 ( Y N - T V ) + b E A 1 X 

t 1 - A V 0 1 - A ' . „ t - i 
1 = 0 

t-1 
t > 1 

Now textbooks on difference equations often analyze the special 

case in which X = 0 for a l l t > 0. Under th is special circumstance 

(11) becomes 

( 1 2 ) Y T = ^ + A V 0 -

which i s the solut ion of the f i r s t - o r d e r difference equation Y = a + XY 
M t t-1 

subject to the i n i t i a l condition that Y equals the a r b i t r a r i l y given 

value YQ at time. Notice that i f YQ = a/( l -X) , then (12) implies 

Y = Y^ for a l l t > 0, which shows a/(l-X) to be a "stationary point" 

or long-run equi l ibr ium value of Y. Notice also that i f , as we are 

assuming, |x| < 1, then (12) implies that 

; i m Y t - i i x • 

which shows that the system is "s tab le ," tending to approach the 

stationary point as time passes. 

Now consider the f i r s t - o r d e r system (7) under the assumption 

oo 

that a = 0, so that a E X 1 equals zero regardless of the value of X. 

i=0 

Then the appropriate counterpart to (10) i s 

t-1 
Y = b E X 1 X + X t b £ X 1 X n . . 

fc i-o ^ i - 0 ° " X 
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Assuming that condition (9) i s met even where |\| > 1 (so that the 

second term in the equation i s f i n i t e ) , the above equation becomes 

Y = b V A* X + A C YQ t > 1 

1=0 

As before we analyze the special case where X = 0 for a l l t > 0. Then 

the above equation becomes 

Y t = AC Y Q . t > 1 

The stationary point of this solut ion i s zero, since i f = 0, Y 

w i l l remain equal to zero forever, regardless of the value of x« However, 

i f |x| > 1, the system w i l l diverge farther and farther from this 

stationary point i f e ither YQ > 0, or Y Q < 0. If X > 1, Y w i l l tend 

toward 4- <» as t-*» provided Y^ > 0; Ŷ_ w i l l tend toward - o o as t-x» 

i f Y Q < 0. I f x < -1> Y^ w i l l display explosive o s c i l l a t i o n s of p e r i o d i c i t y 

two time periods. 

Where an arb i t rary i n i t i a l condition f i n i t e l y far back in time 

is not supplied, so that the process i s thought of as s tar t ing up i n f i n i t e l y 

far back in time, equation (8) i s the solut ion to (7) provided that 

|x| 1 and that condition (9) i s met. (We require |x| < 1 so that a 

>; X 1 be f i n i t e . ) It may seem that to the r ight side of (8) we could 
1=0 

add a term aX*"* where a i s a r b i t r a r y , to get 

oo 

(8') Y_ = T ^ T + b E A 1
 X . + A*" a, t 1-A . = 0 t - i 

which seems to be a solut ion of (7). To see t h i s , notice that (8 f ) 

implies 

oo 

XY . = ~ - 4- b I X 1
 X . + A t ex. t-1 1-X . _ t - i 

1=1 
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Subtracting the above equation from ( 8 F ) y ie lds equation ( 7 ) , so that 

( 8 1 ) Is indeed a solut ion of (7). However, notice that we are requir ing 

( 8 F ) to be a solut ion for a l l t . But i f a > 0 , for example, then 

l im A *~ a = l im A
 1 a = °° 

i f 0 - A < 1. (If 1 < A < 0, the ^ w i l l display unbounded, 

undamped o s c i l l a t i o n s as -°°) . Thus, i f we require that the l i m i t of 

| Y | must be f i n i t e as t + we must in general have that a = 0 in ( 8 T ) , 

so that ( 8 F ) collapses to ( 8 ) . The condition that l im [ Y [ <™ i s , 
t - » w O O 

in e f f e c t , an i n i t i a l condition that we are imposing on the so lut ion . 

If | A | > 1 , then ( 8 ) i s not the appropriate solut ion for 

(7). A solut ion can be obtained by solving in the forward d i r e c t i o n , 

using equation (6). The solut ion to (7) i s then 

( 8 " ) Y = - z y y *t+i 1 
1 1 = 1 1 X 

where we require that 

oo 

(9 f ) l im I ( h 1 X ^ . = 0 , 

A t+i 
n ~ v o o i=n 

so that the above i n f i n i t e sum i s f i n i t e . 

As before, ( 8 , F ) remains a solut ion to (7) i f the term 

' xA 1 , a a r b i t r a r y , i s added to the r ight side of ( 8 F F ) : 

a 
oo Y t - - * x t + i - ~ I + ^ ' 

1 + 1 1 - ~ 

A 

To see t h i s , subtract from both sides of the above equation. 

But since | A | > 1 , i f a ^ 0 , then the above equation implies that 
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for many X paths sat i s fy ing condition (9') (e .g . , a path for which X 

i s constant for a l l times), 

l im |Y | = o o . 

This occurs because for a ^ 0, 

i t. l im | aA I = 0 0 , 

since |\| > 1. Since we want Y to be f i n i t e for a l l t , we w i l l impose 

the requirement 

l im |Y I < 00 

t XJO 

which implies that a = 0. So ( 8 T f ) i s the solut ion to (7) for |A| > 1 

that s a t i s f i e s the "terminal condit ion" summarized by the above inequal i ty . 

Second-Order Difference Equations 

Consider the second-order difference equation 

(13) Y t = t l Y t _ 1 + t 2 Y t _ 2 + a + b X t . 

Using lag operators, (13) can be written as 

- t 2 L 2) Y t = a + b X 

or 
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04) Y - a- + h- -x 
l » t 1 L - t 2 L l - t 1 L - t 2 L 

by long d i v i s i o n i t i s easy to v e r i f y that 

-I oo . 

(15) 2- = E w L 1 

l - t 1 L - t 2 L i=0 

where w^ = b^ 

w i = V i 

w. = t- w. - + t n w. 0 for 1 > 2. j 1 j - l 2 j - 2 J -

That i s , 

l + t ^ t ^ L 2 H- ( t ^ t ^ H t ^ L 3

 + _ 

l - t l L - t 2 L | x 

l - t 1 L - t 2 L 2 

t 1 L + t 2 L 2 

2 2 3 t 1 L - t 1 L - t 1 t 2 L 

( t 2 +t 2 )L + t 1 t 2 L 3 

( t 2 +t 2 )L - t 1 ( t 2 + t J ) L 3 - t 2 ( t 2 + t J ) L 4 

Notice that the weights i n (15) fol low a geometric pattern i f t 2 = 0, 

as we would expect, since then (13) collapses to a f i r s t - o r d e r equation. 

2 

It i s convenient to write the polynomial (1-t-^ L-t 2 L ) i n 

an a l ternat ive way, given by the " factor i zat ion" 

(16) l - t L L - t 2 L 2 = ( l - ^ D d - ^ L ) 

( 1 - ( X 1 + X 2 ) L + A 1 A 2 L 2 ) , 
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so that A ^ + = t^ and = T2* T ° S e e ^ O W ^1 a n c * 2̂ a r e 

2 
related to the "roots 1 1 or "zeroes" of (1-t^ L- t 2

 L )> notice that 

( 1 - A 1 L ) ( 1 - A 2 D = \ \ 2 ( \ - - L>(^- - D . 

Therefore the equation 

0 = ( 1 - A 1 D ( 1 - A 2 D = A 1 A 2 ( ^ ~L>>(y- ~L> 

is s a t i s f i e d at the two "roots" L = — and L = — . Given the polynomial 
A l A2 

2 1 1 
1-t. L-t L , the roots — and — a r e found from solving the 

1 2 

' character is t ic equation" 

2 2 
1-tjL - t 2 L = 0 or t 2 L + t1 L-l = 0 

for two values of L. The roots are given by the quadratic formula 

- t + \/t + 4t 
(17) L = — - oT- £ • 

2 

Formula (17) enables us to obtain the reciprocals of A^ and A 2 f ° r 

given values of t^ and t^. 

So without loss of general i ty , we can write the second-order 

difference equation as 

( l - A 1 L ) ( l - A 2 L ) Y t = a + b X . 

( 1 8 ) Y t ( 1 - A 1 L ) ( 1 - A 2 L ) + ( 1 - A 1 D ( 1 - A 2 L ) X t ' 

Notice that i f \ T A 2 

1 1 2 1 ( ± - _ —) 
(1-A 1 D(1-A 2 L) X 1 - A 2 1-AjL 1 ~ A 2 L 
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which can be v e r i f i e d d i r e c t l y . Thus (18) can be written 

Y + 1 X2H 1 
t (1 -^ ) < 1 - X 2 ) x r x 2 - 1 - X i L X

T " ' i r ^ L X

T 

oo . oo 

° 9 ) Y t = 3 >' Aj * AJ

2 + - ^ - z xj X t 

i=0 j=0 ^ A l A2 i=0 1 t _ 1 

where we are making use of the fact that for a constant 

H(L)a = z h.L 1 a 
i=0 1 

a j; h = a H(l) 
i=0 

Notice that 

1 2 i=0 j=0 

so that the sum of the d istr ibuted lag weights 

X A i X Ai i s f i n i t e and equals /, , * , , , 
i=o i=o ( i - A

1 ) ( i - A

2 ) 

provided that both <1, |* 2| < 1. So in wr i t ing (19), we 

require either that both | *11 and |X£| be less than unity or that 

00 # 00 

a = 0, so that a E \ \ Z xj i s defined. Furthermore, we 
i=0 j - 0 

require that 
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(9') lira 7. A* X ± = 0, a l l t , 

n-x» i=n ^ 

hold for j = 1, 2, so that the geometric sums in (19) are both 

f i n i t e . 
Suppose that a = 0. On this assumption write (19) as 

A,b t-1 . A2b t-1 
(20) y - > — S \\ X - J-J- 7 X X , t > 1 

t A l A2 i -0 1 - 2 i=0 

A t + 1 A t + 1 

^1 h 
+ A x - A 2

 6 0 A -X "O 

where 0. = b 7, A i X r i . 
0 i=o 0 - 1 

n Q = -b E A1 X0_±. 
1=0 

The case in which X = 0 for t > 1 i s often analyzed, as for the 

f i r s t - o r d e r case. On this assumption, (20) becomes 

( 2 l ) ^ - i ^ ^ ^ v ^ 1 -

If o = n^ = 0, Y = 0 for a l l t > 1, regardless of the values of 

Â  and So Y = 0 i s the stationary point or long-run equil ibrium 

value of (21). 

If A and A are r e a l , then l im Y w i l l equal zero i f 
1 1 

and only i f both |A^| < 1 and < 1, regardless of the values of the 

parameters G Q and n Q , so long as they are f i n i t e . I f , however, 
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|A x J - X, |A2| < |A 1\9 and eQ > 0, then l im Y T = +<*>. If |A2| < |A |>1, 
t-x» 

and ()Q < 0, then l im Y = - °°. Thus, Y w i l l tend toward the stationary 
t - X o 

point zero as time passes provided that both | A^| <1 and |x | < 1. If 

one or both of the A fs exceed one in absolute value, the behavior of Y 

w i l l eventually be "dominated" by the term in (21) associated with 

the A that i s larger in absolute value; that i s , eventually Y w i l l 

grow approximately as A*~, where A i s the A. with the larger absolute 
m m j 

value. 

Now suppose that the roots are complex. If the roots are 

complex, they w i l l occur as a complex conjugate p a i r , as the quadratic 

formula (17) v e r i f i e s . So assume that the roots are complex, and write th 

as 

, iw , • • 
A^ = re = r cos w + l s in w 

, - iw 
A^ = re = r cos w - l s in w 

where the real part i s r cos w and the imaginary part i s + r s in w. 

Notice that 

(22) A ^ - A 2 = r ( e 1 W - e 1 W ) = 2r i s in w. 

Furthermore, notice that equation (21) can be written 

b A '° . b A 0 0 . 

( 2 3 > Yt- = 1 V " E A ? X n A " 1 V Z X 9 X n • 
1 h " X 2 1=0 1 ° " 1 A l ~ X 2 1-0 2 0 - 1 

I ( X 5 + J + 1 - A 0

T + J + 1 ) X r 

h " A 2 j=0 1 2 
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Notice that 

r t+j+l ( e iw(t+j+l) _ e - iw( t+ j+ l ) ) 

r t+j+l ( 2 i g i n ( w ( t + j + 1 ) ) # 

But from trigoneratric formulas sin(wt-Hw(j+1)) = s in wt cos w(j+l) 

* 
+cos wt s in w(j+l). Substituting this into the above formula gives 

A . J ^ + ^ - A 2 ^ + ^ = r t + ^ ^ (2 i [s in wt cos w(j+l) + cos wt s in w(j+l)]) 

Subst itut ing the above equation and (22) into (23) gives 

* 
Notice that 

l w i + . . 
e = cos w. 4- i s in w-

i 1 
iw^ iw 2 

e e (cos w^ + i s in w^)(cos w2 + i s in w2) 

= (cos w^ cos w2 - s in w^ s in w2) 

+ i ( s i n w^ cos w^ + s in w2 cos w^). 

Also notice that 

i(w -K^) 
e = cos (w^-K?2) 4- i s in (w^+w2) 

Therefore 

and 

s in ( ^ " ^ 2 ^ = S ^ n w l c o s w 2 + S "^ n W 2 C O S W l 

cos (w^+w2) = cos ŵ  cos w2 - s in w^ s in w 2 . 
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b r t + l - . 
Y = „ . E r J • (2i [sin(wt) cos w(j+l) +cos wt s in w(i+l))] 

t 2 r i s in w . _ J 

t 0 0 0 0 

Y = — [sin wt T. r J cos w(j+l) -f cos wt I r J s in w(1+l)] X n . t s m w j = 0 j = Q 0-j 

t > 1 

or 

h r t , t 
(24) Y = - T • s in wt • Z n 4- cos wt • Z. , 

t s in w 0 s in w 1 
00 

where Z = £ r J cos w(j4-l) X n . 
0 J-0 °~ 2 

00 

Z = E r J s in w(j+l) X__.. 
j=0 U 3 

As before Y = 0 i s the stationary point of the difference equation. For 

arb i t rary i n i t i a l condit ions, i . e . , for arb i t rary values of the parameters 

Z and Z^, Y^ w i l l approach zero as time passes provided that r < 1; for 

(24) describes the evolution of Y over time as the sum of "damped" s in 

and cosine functions, the damping factor being r*". (Notice that for i t 

to be possible to divide by s in w in (24), i t i s necessary that s in w 4- 0, 

which means that w cannot equal zero, T T , 2 T T , . . . . This w i l l be s a t i s f i e d 

so long as the roots are complex (remember = r cos w 4- i s in w)) . If 

r > 1, the o s c i l l a t i o n s are explosive, while i f r < 1, the o s c i l l a t i o n s are 

damped, and Y approaches i t s stationary value of zero in an o s c i l l a t o r y 

fashion as time passes. 

Notice that i f and are complex, the d is t r ibuted lag weights 

of (19) o s c i l l a t e . Rewrite (19) as 
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(19') Y = a E xj Z 4- b E (A^-A;}* 1 ) , , 
* i=o

 1 j = 0 Z Al A 2 j=0 1 1 t J 

which using calculat ions s imi lar to those above can be rewritten as 

Y = a E X. E A 0 + — E r J s in w (j+1) X_ . t . n 1 . n 2 s in w . n t - j i=0 1=0 j=0 J 

Notice that the damping factor mult ip ly ing the s in curve i s r^, so that the 

range of the weights decreases as the lag j increases, provided that r < 1. 

As noted above, the roots Â  and A^ are the reciprocals of the 

roots of the polynomial 

(61) l - t 1 L - t 2 L 2 = 0. 

2 
For we know that 1 - ^ L- t 2 L = ( l - A ^ L ) ( 1 - A 2 L ) , with roots 1 / X 1 and 

-2 
l / A ^ . A l t e r n a t i v e l y , mult iply the above equation by L to obtain 

L"2 - L " 1 t± - t2 = o = ( L ~ 1 - A 1 ) ( L " 1 - A 2 ) 

or 

(62) X 2 - t± X - t 2 = 0 

where X = L Notice that the roots of (62) are the reciprocals of the 

roots of (61). Thus, A^ and A 2 are the roots of (62). 
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It i s interest ing to know what values of t^ and y i e l d 

complex roots. Using the quadratic formula we have that the roots of 

(62) are 

-1 - + 4 t 2  
A t " X ~ 2 

For the roots to be complex, the term whose square root i s taken must 

be negative, i . e . , 

(63) + 4 t 2 < 0 , 

which implies that t^ < 0 . In case ( 6 3 ) i s s a t i s f i e d , the roots are 

^ = Y~ + 2 = a + b i 

C l i \ ^ t i + 4 t 2 )  

X 2 = 2 ~ 2 = a - b i 

To write a + b i in polar form we r e c a l l that 

iw 
a + b i = r cos w + r i s in w = re 

2 2 
where r = a + b and where cos w = a/r. Thus we have that 

t (t j+4t 2 ) 
r = Or -) -k2 ' 4 

We also have that 

h - i , h cos w = / —— or w = cos ( ——) 
^2 -t2 2 ^ - t 2 
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For the o s c i l l a t i o n s to be damped we require that r = J-t < 1, which 

requires that - t ^ < 1. 

The p e r i o d i c i t y of the o s c i l l a t i o n s i s 2 T T / C O S ^ ( t ^ / A / - t ^ ) ; 

i . e . , this i s the number of periods from peak to peak in the o s c i l l a t i o n s . 

I f the roots are r e a l , movements w i l l be damped i f both 

roots are less than one in absolute value. That requires 

-1 < < 1 

and 

2 < 1. 

The condition 

< 1 

implies 

2 2 
t l + 4 t 2 < 4 * t l " 

(64) 

The condition 

> - 1 

implies that 
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Jt2
 4- 4 t 2 > - 2 - t± 

^|t^U^ < 2 + t1 

t 2
 4- 4 t 2 < t 2

 4- 4 4- 4 t x 

(65) t 2 < 1 + t r 

Conditions (64) and (65) must be s a t i s f i e d for the roots, i f r e a l , 

to be less than unity in absolute value. 

2 
Notice that both roots are negative and rea l i f t^ + 4 t 2 > 0 and 

2 < 0 which implies 

h < -Jh + 4 t 2 

t x > t x -f 4 t 2 

0 > t 2 . 

Figure 1 depicts regions of the t^, t 2 plane for which conditions 

(63), (64), or (65) are or are not s a t i s f i e d . The graph shows combinations 

of t j and t 2 that give r i se to damped o s c i l l a t i o n s , explosive 

o s c i l l a t i o n s , etc . 

An Example 

Maybe the most famous second-order difference equation in 

economics i s the one associated with Samuelson's m u l t i p l i e r accelerator 

model. Samuelson posited the model 

Cfc = c Y t_^ 4- a 1 > c > 0 (consumption function) 
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l

t

 = y ( Y t - l ~ Y t - 2 ) Y > 0 (accelerator) 

C + I = Y 
t t t 

where i s consumption and I i s investment. Substituting the f i r s t 

two equations into the th ird gives 

or 

Y t = (C+Y) Y t - 1 + Y Y T _ 2 + a 

y = t Y 4- t Y t C l t -1 Z2 t - 2 ' 

where ^ = c + y, t 2 = -y . Notice that t± + t 2 = c. So var iat ions 

in the parameter y move the parameters and t 2 downward and to the r ight 

aJong the l i n e t± + t ? = c in figure 2. Using figure 2, the values of 

c and y compatible with damped o s c i l l a t i o n s , explosive o s c i l l a t i o n s , and 

so on, can eas i ly be determined. 

Figure 3 shows the path of Y over time for various values of c 

and Y, and for the i n i t i a l conditions YQ = Y = 10. 

Second-Order Difference Equations (Equal Roots) 

The preceding treatment assumed that \^ 4 A2« (Notice that 

we divided by \^ - A 2 to obtain (19).) If \^ = A2> then the polynomial 

we must study i s 

1 2 2 
(l+AL+A^L +...) (1-AL)(1-AL) 1-AL 

= (1+AL+A2L24-. . .) + AL(1+AL+A2L2+. . .) 

2 2 2 2 
4- A L (14-AL4-A L +. . .) 4-.. 
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= 1+2XL+3X2L2+... 

oo 

(25) — ~ = £ ( i + l ) A V . 
(1-XL) i=0 

The polynomial in (25) i s ca l led a second-order Pascal lag d i s t r i b u t i o n . 

It i s the product of two geometric lag d i s t r ibut ions with the same decay 

parameter X. 



- 24 -

With the aid of (25) we can study the solut ion to difference 

equations of the form 

(1- 7L)2 Y = a + b X . 

The solut ion i s 

OO 00 

(26) Y = a Z (i+1)* 1 + b z (±+l)x± X . . 
i=0 i=0 t - 1 

OO 

For a >• (i+1)* 1 to be f i n i t e , e ither |x| < 1 or a = 0 must be s a t i s f i e d . 
i=0 

To aid in studying difference equations with arb i t rary i n i t i a l 

condit ions, we assume that a = 0 and rewrite (26) as 

t-1 
(27) Y = b E ( i+DX 1 X + b E ( i+DX 1 X . . 

i=0 i=t t _ 1 

The second sum can be writ ten as 

b E ( j+ l+ t )A t + j X_ 
j=0 U 

b E (j+1) >, t + j X + b E tX t + j X._. 
j=0 U J j=0 U J 

= b X1 E ( j+l)X j X + b tX C E X j X . 
j=0 U J j=0 U _ J 

So for the specia l case X = 0 for t > 0, (27) becomes 

(28) Y t = Xt 6Q + tX t n Q 

where 6 = b 2 (j+1) >J x̂  . 
j=0 J 

and 
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n Q = b >: A J X 
j = 0 

The stationary point of the equation i s zero. For arb i t rary i n i t i a l 

conditions 0 Q and n^, Y w i l l approach the stationary point as time 

passes i f |A| < 1. If |x| > 1, the value of Y w i l l diverge from the 

stationary point zero as time passes, unless 9 Q = n^. Thus, i f 

| A | ^ 1, the stationary point i s a "razor's edge'1 equi l ibr ium. 

t h 
N -Order Difference Equations (d i s t inct roots) 

Consider a rat iona l polynomial with n*1*1 order denominator: 

A U j ; G(L) (1-A-.L) (1-A 9L) . . . (1-A L) 

The zeroes of G(L) are L, = l/X , L 0 = 1 / A . , . . . , L L = 1/X , 
I i Z Z n n n 

since each of these values for L s a t i s f i e s the equation 

G(L) = (1-X 1 L)(1-X_L).. .(1-X L) = 0. 
1 l n 

Suppose the n roots are d i s t i n c t . Now the method of p a r t i a l fract ions 

enables us to express A(L) as 

(29) I & l = y F(Lr) . _=1_ 
G(L) r = 1 G ' ( L r ) X _ 1 _ . L 

Lr 

where Lr = i s the r t h zero of G(L), 

O 1(Lr) i s the der ivat ive of G(L) with respect to L evaluated at L r , and 
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F(Lr) i s F evaluated at Lr . Lett ing 

G(L) = E g . L J , 
j = 0 3 

we have G f (L) = z j g.L J . 

As an example, consider applying (29) to the second-order 

denominator polynomial 

1 _ F(LI 
(1-A 1 L)(1-A 2 L) G(L) 

2 
Since G(L) = 1-(X +X2)L +X X 2L , we have 

G'(L) = -(X 1+X 2) + 2A 1 A 2 L. 

The zeroes of G(L) are l/A^ and l / ^ ' s o t n a t 

G ' ( ± - ) - - ( A 1 + X 2 ) + 2X±X2 i - = X2-X± 

G'( i - ) = - (X 1 + X 2 ) + 2X^2 i - = X r A 2 

So applying (29) we have 

-1 1 -1 (i-x1D(i-x2D (x2-x1) ( I - X ^ L ) (x1-x2) (i-x2D 

1 [Tr+TV-TT^TTl. (A 1 -A 2 )
 L(1-A 1D (1-X2D 

which can be v e r i f i e d d i r e c t l y , and agrees with the calculat ions used 

above to obtain (19). 

Notice that F(Lr) and G ?(Lr) in (29) are part i cu lar numbers, 

possibly complex ones, since they are F(L) and G !(L) evaluated at par t i cu lar 
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values of L 

Suppose we have an n*^1 order difference equation 

(30) (1-A 1 L)(1-A 9 L) . . . (1-A L)Y = b X . 
1 2 n t t 

The solut ion to (30) i s obtained by d iv id ing by (1-A,L) . . . (1-A L) to 
1 n 

obtain 

Y t ( 1 - X . L ) . . . ( 1 - X L) V 

1 n 

We suppose that the X..'s are a l l d i s t i n c t . Then appl icat ion of (29) 

to the above equation gives 

N 1 - 1 

1 r=l G ' ( ^ ) 1 X

r

 fc 

n - oo 

(31) Y = b >: - ~ i xi X , 
1 r=l G f (—) i=0 r t 1 

Ar 

which shows that Y can be expressed as the weighted sum of n geometric 

d is t r ibuted lags with decay coef f ic ients A-p X2>•'' > Xn* 

Given n i n i t i a l value of Y, and assuming X = 0 always, i t 

is possible to start up difference equation (30) f i n i t e l y far back in 

the past, and to obtain a solut ion of the form 

Y = X^ n- + A ! ; n 0 +...+ X*~ n t 1 1 2 2 n n 

where n ^ , . . . , n^ are constants chosen to sat i s fy the n i n i t i a l values. 

The above equation can be derived from (31) by applying calculat ions 

analogous to those applied above in the f i r s t and second order cases. 
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N t h -Order Difference Equations (N equal roots) 

Consider the n t h order difference equation 

(32) ( l - A L ) n Yfc = b X 

which has the solut ion 

Y = b x 9 

1 ( l - A L ) N T 

The polynomial — - — — i s the one associated with an n t h order Pascal 
U - A L ) N 

lag d i s t r i b u t i o n , which i s formed by mult ip ly ing (convolving) n geometric 

lag d i s t r ibut ions with the same decay parameter A. We have already 

studied the second-order Pascal d i s t r i b u t i o n . By induction, i t i s possible 

to show that 

(33) L_ = I ( i+ l ) 1 1 - 1 A V , 
( 1 - A L ) i=0 

which agrees with our e a r l i e r formulas for the special cases n = 1 and 

n = 2. 

With the aid of (33), the solut ion to (32) can be written 

OO 

Y = b T, ( i+ l ) 1 1 " 1 A * X . . 
1 i=0 t " 1 

Using calculat ions l i k e those for the f i r s t and second order cases for 

the specia l case in which X t = 0 for a l l t , and in which n arb i t rary 

i n i t i a l values are supplied to start up the process, i t i s s t r a i g h t 

forward to show that the solut ion obeys 

Y = A T n + t A t n ? +...+ t 1 1 " 1
 A * n 

where n ^ , , , ^ ^ a r e constants chosen to sat i s fy the n i n i t i a l values. 
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An Example of a F i r s t Order System 

Consider the fol lowing model studied by Cagan. Let ra be 

the lo£ of the money supply, p̂_ the log of the price l e v e l and P t + ^ 

the log of the price expected to preva i l at time t+1 given information 

avai lable at time t . The model i s 

(34) m

t ~ p t = a ( p t - f l " " P t ) a < 0 , 

which Ls a p o r t f o l i o equi l ibr ium condit ion. The demand for real 

balances varies inversely with expected i n f l a t i o n P t +^"*P t ' The 

variable m̂_ i s exogenous. 

Suppose f i r s t that 

so that the publ ic expects i n f l a t i o n next period to be the current rate 

of I n f l a t i o n , p̂_ - Pt_^ mult ip l ied by the constant y. Then (34) becomes 

m - p = ay p - ay p 
t h t F t 1 * t - l 

Using lag operators, th is can be written as 

[(a Y+l)-ayL] p = m 

n ay -i _ 1 
I1 " i 4 ^ y

 L J P t ~ i+ay

 m

t - The solut ion can be written 

"The Monetary Dynamics of Hyper inf lat ion" 
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1 
t 1+ay i = = Q 1+ay t - i 

which w i l l be f i n i t e for the time path m̂  = m for a l l t , provided that 

The above inequal i ty i s in the s p i r i t of the " s t a b i l i t y condit ion" 

developed by Cagan i n his paper. It i s a condition that del ivers a 

f i n i t e p̂  for a l l t for a certa in time path of m. Notice that 

_1 
L_ £ ay ) 1 _ 1+qy _ 1 # 

1+ay i = 0 1+ay -ĵ  _ ay 
1+ay 

Thus, the long-run effect of a once-and-for-a l l jump in m i s to drive 

p up by an equal amount (provided the above " s t a b i l i t y condit ion" i s met 

Returning to (34), l e t us abandon (35) and now assume perfect 

foresight: 

( 3 6 ) P t + i = p t + r 

Subst itut ing (36) into (34) gives 

m t " P t = a p t + l " a p t 

or a p t + l * ^ 1 ~ a * P t = m t # 

Write th is as 

/t "1 i l" aN 1 
(L + ) p_ = — ni 

a r t a t 
or 

(37) (1 - 5=1 L ) P t = I V i 
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Notice that since u 0, i t follows that ™ ' 1. This fact i s an 

a 

i n v i t a t i o n to solve (37) in the "forward" d i r e c t i o n , that i s , to use (6). 

a-1 
Dividing both sides of (37) by (1 — L) gives 

1 
p t = (7iiT) V r 

J- L i 

a 
which using (6) becomes 

1 ( a . -1 
/* a-1 \ 1 , v / a N i _ i\ p = ( ——-) m = ( £ (—-) L ) m 

t V. a - 1 t -1 a-1 \ _ a-1 ' t 
1 - L 1=0 

a-1 
oo 

(38) p = - i - • T, (-^J in . 
t 1-a . ~ a-1 t+i 

1=0 

(X 

Notice that since a < 0, 0 < —^- < 1, so that the sum of the lag weights 

is f i n i t e . Equation (38) expresses the log of the current pr ice as a 

moving sum of current and future values of the log of the money supply. 

Notice that 

1 
oo 

Y~ E (-V = -l=SL_- 1 , 
! - « i = 0

 a " 1 1-
a-1 

so that p i s a weighted average of current and future values of m. 

An Example of a Second Order System 

* 

Consider the fol lowing model studied by Muth. Let p̂_ be 

the price of a commodity at t , C the demand for current consumption, 

11_ the stock of inventories of the commodity, Ŷ  the output of the 

commodity, and p the price previously expected to p r e v a i l at time t ; 

"Rational Expectations and the Theory of Pr ice Movements." 
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X represents the effects of the weather on supply. The model i s 

C t = -B p , 8 > 0 demand curve 

Y t = YP t •+ X , y > 0 supply curve 

1^ = a ( P t ^ ~ P t ) a > 0 inventory demand 

= C + (I -I -) market c lear ing t t t t -1 

Let us suppose that there i s perfect foresight so that p^ = p̂_ for 

a l l t . Making th is assumption and subst i tut ing the f i r s t three equations 

into the fourth gives 

Y P t + X t - a ( p t + 1 - p t ) - a t p ^ ) - 3 P | 

or 

Y P f c + 1 - (2a +8-h0 p t + a p t _ 1 = X f c. 

Div iding by a gives 

, (2a+B+y) . 1 v 

or 

a " 1 - • + D p t - £ x t 

8+Y 
where 4> = — ^ + 2 > 0. Mult ip ly ing by L gives 

(39) (1-<J>L + L 2 ) p = - X . 
t a t -1 

2 
We need to factor the polynomial (1-(}>L + L ) as 
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(1-<J>L + L 2) = (l-X^Xl-̂ L) 

= (1-(A 1+X 2)L + X X X 2 L
2 ) 

so that we require that 

The second equal ity establishes that \^ = ll 

so that the two roots appear as a rec iprocal p a i r . So we can write 

(l-(f)L 4- L 2) = ( l - A L ) U - TL> 

A 

where A i s chosen to sat i s fy A + ~ = <j>. 
A 

So (39) can be written 

(39') (1-ALK1- -L) p = - X„ n . 
A t a t-1 

B4-v B + Y 
Since L > 0, i t follows that A = L + 2 > 2. That implies that 

a a 

A does not equal 1, since A + 1/A =<(> . Notice that i f A > 1, 1/A < 1. 

So one of our roots necessari ly exceeds 1, the other necessari ly i s 

less than 1. 

We divide both sides of (39 f) by (1-AL)(1-(1/A)L) to obtain 

= 1 1 x 

t a (1-XL)(1- h) t " 1 ' 
A 

Without loss of general i ty , suppose A < 1 and l e t A2 = 1/A. Use 

(6) and (19) to write the solut ion as 



The solut ion (40) expresses p as a "two-sided 1 1 d is tr ibuted lag of 

X, that i s , as a weighted sum of past, present, and future values of 

X. In th is model, the current price depends on the ent ire path of 

the exogenous shock X over the ent ire past and the ent ire future. 




